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Preface

After the pioneering experiments by M. v. Laue, Friedrich and Knipping in 1912, per-
formed with single crystals (for a comprehensive historical remembrance see Ewald
1962), experiments with poly-crystalline specimens, with “powders”, followed almost
immediately. Only four years later in 1916 the first such experiments were reported by
Debye and Scherrer (Debye and Scherrer 1916a,b): “Interferenzen an regellos orientierten
Teilchen im Röntgenlicht”. Naturally, the first structures solved were rather simple com-
pounds, LiF, silicon, or iron, but “the method has opened up a new field of the greatest
interest and importance”. Nevertheless “powder diffraction” drew little attention, and
the application for structure determination was limited. For many years X-ray pow-
der diffraction was used and was best known for phase analysis of crystalline mix-
tures according to Hanawalt, based on the so-called Hanawalt files (Hanawalt et al.
1938). This dates back to the 1930s.

The situation changed in the late 1940s. Scientist working in neutron diffraction re-
alized the inherent potentials of powder diffraction (Shull and Smart 1949). They used
powder diffraction techniques for one reason because single crystals of the required
dimensions were hardy available. Secondly because only neutron diffraction offered the
possibility to determine magnetic structures. With steadily improving instrumentation
powder diffraction became more and more attractive and it was only natural to use
powder diffraction patterns also for the purpose to derive crystal structures from these
data. This dates to the beginning of the 1960s.

The inherent potential of powder diffraction for crystallographic problems was re-
alized at first again for the analysis of neutron diffraction data. Scientists began to de-
velop methods for using their powder diffraction data, at the beginning only for the
refinement of crystal structures. The first publications appeared by Rietveld (1969),
working in Petten, The Netherlands, with “A Profile Refinement Method for Nuclear and
Magnetic Structures”, and by Will (Will et al. 1965), working in Brookhaven, USA with
“The crystal structure of MnSO4”, the first application of the Two Stage method. With
the development of steadily growing computer power the analysis was extended to pro-
file fitting and pattern decomposition, which allowed one to extract individual intensities
from overlapping diffraction peaks. This moved powder diffraction into the neighbor-
hood and even in competition to single crystal structure analysis.

Recently developed analysis methods have revolutionized powder diffraction. To-
day it has become such a powerful method that it is being used even in place of single
crystal methods in many cases, even when single crystals are available. This is because
of the speed and simplicity of data collection by powder methods. The profile refine-
ment techniques are to a large degree responsible for this development. There is hardlywww.iran-mavad.com 
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PrefaceVI

any field in crystallography where the Rietveld, or full pattern method has not been
tried. The most important recent application is probably quantitative phase analysis.

Profile fitting and pattern decomposition programs, especially using the Two Stage
method, allow one to extract individual intensities, thereby determining intensities
without knowledge of symmetry or structure of the compound. This opens the way to
use powder diffraction data for ab initio structure determination by conventional meth-
ods, like with Patterson maps, through Fourier calculations or by “direct methods”.

Powder diffraction today is widely used in X-ray and neutron diffraction, including
the analysis of data collected with synchrotron radiation. Here one important applica-
tion is their use in high pressure research, for example with diamond anvil cells. In
neutron diffraction, besides the study and determination of crystal structures, it is the
determination and analysis of magnetic structures, where often complicated magnetic
moment configurations with helices for example have to be determined. Texture analysis
using neutron diffraction is another growing field of using powder diffraction.

The Rietveld method and the Two Stage method are not in competition. They are
two methods with different approaches for the same goal, the analysis of powder dif-
fraction patterns. Each method has its merits and drawbacks. Both require a good
mathematical description of the diffraction profile, and powerful least squares routines.
The Rietveld method always requires as a conditio sine qua non a structural model. The
unparalleled power of the Rietveld method is then found in the refinement of rather
complicated structures or diffraction patterns with many, and often strongly overlap-
ping peaks, due to low symmetry, large unit cells, etc. Applying the Rietveld, full pat-
tern approach to quantitative phase analysis is perhaps the most promising future ap-
plication. After a search-match scanning procedure, provided today commercially by
the companies marketing diffractometer hardware, the compounds in the specimen are
known, and known are also the crystal structures. With this knowledge the structures
of both, or even several compounds can be refined and from the scale factors their per-
centage content in the sample can be calculated.

The Two Stage method finds its power if the crystal structure, e.g. the arrangement
of atoms in the unit cell, or magnetic structures are not known. The extracted individual
intensities for each reflection allow an analysis by conventional methods, Patterson or
Fourier calculations, or even “direct methods”. After the structure has been solved, the
atomic positions can be refined either by a separate specific program, POWLS for ex-
ample, or by a full pattern refinement. Many such examples are found in the literature.
The Two Stage method is especially useful in problems of non-conventional nature. The
use in high pressure research is one such example and one of the most important fields,
because the patterns are difficult to analyze in one single formalism.

www.iran-mavad.com 
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Chapter 1

General Considerations

1.1
Introduction

1.1.1
Introduction

X-ray powder diffraction is a powerful non-destructive testing method for determin-
ing a range of physical and chemical characteristics of materials. It is widely used in
all fields of science and technology. The applications include phase analysis, i.e. the
type and quantities of phases present in the sample, the crystallographic unit cell and
crystal structure, crystallographic texture, crystalline size, macro-stress and micro-
strain, and also electron radial distribution functions. Due to the importance and
impact on science and technology this technique has been standardized in the Euro-
pean Standard Norms, ESN, (former DIN in Germany) and is documented in the cor-
responding documents PrEN (WI 138079, WI 138080, WI 138081, WI 138070).

X-ray diffraction results from the interaction between X-rays and electrons of at-
oms. Depending on the atomic arrangement, interferences between the scattered rays
are constructive when the path difference between two diffracted rays differ by an
integral number of wavelengths. This selective condition is described by the Bragg
equation, also called “Bragg’s law”:

2dHsinΘH = nλ (1.1)

where λ is the wave length, dH the d-spacing and ΘH the Bragg angle, which is half the
angle between incident and reflected beam. H describes the Miller indices triplet hkl
of each lattice plane. Three sources of radiation are important: X-rays, synchrotron
radiation and neutrons. The laws of diffraction, i.e. the interference of diffracted beams
holds equally well for all radiations. Electron diffraction is not considered here. Fur-
thermore in this monograph only structural aspects are considered, independent of
radiation. It is limited to coherent and elastic scattering.

X-rays: Used in laboratories, where data are collected with sealed X-ray tubes or
from rotating anode tubes.

Synchrotron radiation: A beam of charged particles, in general electrons,  strongly
accelerated in an electric field and deflected in magnetic fields emits besides other
electromagnetic radiation a continuous spectrum of X-rays, that is as much as
1013 times as brilliant as from sealed X-ray tubes. This radiation is called “synchro-
tron radiation”. The increased brilliance relates to the total energy spectrum.www.iran-mavad.com 
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Monochromatization of the beam typically results in diffraction intensities several
orders of magnitude greater than from conventional sources. Synchrotron radiation
is used widely today, especially when extreme conditions of the sample environment
are required, like high or low temperatures, or high pressures. A further widely used
application is the study of kinetics phenomena.

Neutrons: A neutron is an elementary particle with finite mass m and spin 1/2, with-
out electric charge. It carries a magnetic moment and according to de Broglie neu-
trons behave like waves with wavelength λ and give rise to diffraction:

λ = h / (mv) = h / √(2mE) = 0.286 / E (1.2)

Neutron diffraction is based on nuclear interaction between neutrons and matter
on the one hand, and on magnetic interaction with magnetic moments of the atoms
due to its magnetic moments. This is the basis for the investigation of magnetic or-
dering and magnetic structures. The elucidation of magnetic structures is a major ap-
plication in neutron diffraction (Will 1969b,c, 1972). The (ordered) magnetic moments
show sometimes very complicated arrangements of the spins or magnetic moments
(Will 1968, 1969c, 1971). This will be discussed.

To obtain a diffraction pattern of a specimen two experimental methods can be used,
independent of radiation:

1. The “angular dispersive technique” where the X-rays or neutrons are monochromatic
and the pattern is obtained by step-scanning the detector with small increments
∆(2Θ). The increments, i.e. the step size may be between 0.02° and 0.001° in 2Θ. The
decision for the chosen step size is governed besides instrumental, i.e. mechanical
conditions of the diffractometer by the time available to collect the diffraction pat-
tern. Let us assume a range in 2Θ from 5° to 105°, typical for example when using
Cu Kα radiation, 1.54 Å, this results in 5 000 counts with ∆(2Θ) = 0.02° and requires
1.4 hours. A step size of ∆(2Θ) = 0.001° results in 100 000 counts or 28 hours, assum-
ing one second/step.

Recent developments in instrumentation have led to position sensitive detectors
which are used more and more in powder diffraction. Commercially available de-
tectors are in general one-dimensional, which record a large portion of the diffrac-
tion pattern simultaneously without moving the detector. For the analysis there
is no difference to step-scanning procedures. Two-dimensional detectors are also
becoming available, which record the complete Debye-Scherrer ring if used with
Debye-Scherrer geometry. They are useful to overcome the problems of preferred
orientation.

2. The “energy dispersive technique” where polychromatic X-rays or neutrons are used
and the energy of the diffracted X-rays or neutrons is measured at a fixed diffrac-
tion angle 2Θ = constant. Energy dispersive technique is especially advantageous in
experiments at extreme conditions or for kinetic studies, since the complete pattern
is available at all times. In the case of neutrons the energy dispersive technique is
gaining importance with the availability of spallation sources (Will et al. 1994; Schäfer
et al. 1992b, 1993).
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The diffraction patterns look the same in both cases. The difference is seen in the
abscissa, where the 2Θ-step scan value is replaced by an energy value EH. The trans-
formation from 2Θ to energy is simple (Eq. 1.3) The analytical technique, i.e. the analy-
sis of the diffraction patterns discussed here is independent of radiation and diffrac-
tion techniques.

2dHsinΘ0 = λH = hc / EH = 12.4 (keVÅ) / EH (1.3)

1.1.2
Meaning of the Word ”Powder”

The term “powder”, as used in powder diffraction, does not strictly correspond to the
usual sense in the word in common language (prEN 13925-1, i.e. WI 138079). In pow-
der diffraction the specimen can be a “solid substance divided into very small par-
ticles” But it can also be a solid block for example of metal, ceramic, polymer, glass or
even a thin film or a liquid. The reason for this is that the important parameters
for defining the concept of a powder for a diffraction experiment are the number and
size of the individual crystallites that form the specimen, and not their degree of ac-
cretion.

An “ideal” powder for a diffraction experiment consists of a large number of small,
randomly oriented crystallites (coherently diffracting crystalline domains). If the
number is sufficiently large, there are always enough crystallites in any diffracting
orientation to give reproducible diffraction patterns. To obtain a precise measurement
of the intensity of diffracted rays, the crystallite size must be small, i.e. typically 10 µm
or less, depending on the characteristics of the specimen, like absorption, shape etc.,
and the diffraction geometry.

The analysis by diffraction with different radiations holds equally well for crystal-
line materials as for amorphous, glassy materials or liquids. This monograph is lim-
ited to the analysis of diffraction diagrams collected on crystalline samples. It is lim-
ited to coherent and elastic scattering. In one avenue we are concerned with the re-
finement of crystal structures, which are basically known. In a second avenue the aim
is to determine a priori unknown crystal structures (in direct competition to single
crystal diffraction on, for example, computer controlled four-circle diffractometers).
There is of course a gap between powder diffraction data and single crystal diffrac-
tion data, but this gap closes more and more as time goes on especially if we refer to
inorganic compounds. Crystal structure determinations of organic compounds, espe-
cially with “large” molecules, and of course in protein research, where single crystal
diffraction is without competition.

1.1.3
Sample and Specimen

We must distinguish between sample and specimen. The term “sample” does not strictly
correspond to the general meaning. The sample may be a rather large portion of ma-
terial, or a very tiny amount. In case of metals or rocks it may be a large, compact piece
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of material, from which a specimen is taken. When the sample is a rock, it consists in
all likelihood of several phases, i.e. minerals, and often with large crystallites. In such
cases it is difficult to obtain a “good” sample with a representative distribution of the
phases. The sample may consist of several phases, known or unknown, and may also
include amorphous material. From the sample a specimen is taken. Depending on the
technique and radiation, it may be small or large (in neutron diffraction for example),
it may be flat, Bragg-Brentano geometry, or cylindrical, Debye-Scherrer technique. If
we are confronted with a multiphase sample, or if we have amorphous contributions
which show up as amorphous background in the pattern, the Two Stage method is
especially well suited and gives an easy access to separate phases and contributions.
This also opens the way to a quantitative analysis.

1.1.4
Why Powder Diffraction?

The analysis of crystalline material and the determination of crystal structures, e.g. the
distribution of atoms or ions in crystals, is an important and a well known method
since its beginning in the early 1930s. A few examples in the early 1920s crystal struc-
ture analyses relied on single crystals with a rapid development in methods, for ex-
ample Patterson analysis, and technique in the 1930s. The analysis today is highly au-
tomated and sophisticated, but it is still based on diffraction experiments with X-rays
on single crystals in sizes around 100 µm. The development in instrumentation led to
computer controlled four-circle diffractometers, which allow fast measurements on a
routine basis. The development in methods of crystal structure analysis with so-called
direct methods make the determination of crystal structures, for example of organic
material, to a question of hours or a few days. The main application of single crystal
structure determination today is found in organic materials and proteins.

So why the analysis of polycrystalline samples, e.g. of powders. Powder diffraction
is a very fast and a very versatile analytical method. It is not in competition to single
crystal work. Very often single crystals are not available, at least not in the quality or
size required for single crystal work. Second, polycrystalline samples can be brought
under “extreme” conditions, like high and low temperatures and/or high pressures
without too much difficulties. Third, minor impurities are not a serious problem, and
finally exposure times can be very short, even in terms of µs. The investigation of ki-
netics, for example in phase transformations, or of reactions can be studied quite eas-
ily and routinely. Last but not least, however the most important feature, the complete
diffraction pattern is recorded in a very short time. And if we are using energy-dis-
persive techniques, the pattern is at each second the complete pattern, a very impor-
tant property if the sample changes with time, for example in the investigation of ki-
netic properties.

A further very important application is phase analysis of mixtures of (crystalline)
materials. This is probably the fastest growing application, in part because of its im-
portance in industrial analytical laboratories. It will be treated in detail. While in its
beginnings in the 1930s the search had to be made manually using cards and books, it
moved in the 1950s and 1960s to PC-computers with search-match routines with data
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stored on diskettes and discs, and finally today it is an almost one-step analysis by the
use of full pattern programs.

1.1.5
Difficulties and Limitations of Powder Diffraction

A characteristic feature of powder diffraction is the collapse of the three-dimensional
reciprocal space of the individual crystallites on the one-dimensional 2Θ axis. The
resulting effects are

i systematic overlapping of diffraction peaks due to symmetry conditions, for exam-
ple in cubic space groups;

ii accidental overlapping because of limited experimental resolution;
iii considerable background difficult to define with accuracy;
iv non-random distribution of the crystallites in the specimen, generally known as

preferred orientation.

1.1.6
Fundamentals of Diffraction

Any diffraction experiment is a Fourier transformation from direct or crystal space
into reciprocal space yielding intensity data in reciprocal space (Fig. 1.1). Detectors
register intensities I(hkl), which are directly proportional to the squares of the crys-
tallographic structure factors F(hkl) (Eq. 1.4): The intensity I is proportional to |F|2.
F is a complex quantity.

(1.4)

with fj the form factor or atomic scattering factor of atom j, hkl the Miller indices and
xyz the relative atomic positions in the unit cell. The summation j runs over all atoms
in one unit cell. Talking of crystalline materials F(hkl) is the Fourier transform of a
single unit cell (superimposed on the Fourier transform of the crystal lattice, the re-
ciprocal lattice). Consequently we observe intensities only at the reciprocal lattice
points (Fig. 1.2). The intensity being the square of the structure factor leads only to
the absolute value of F, |F|, while the phase is lost. The phase of the structure factor
however is needed for further investigation of the crystal structure. Determination of
the phase is the main obstacle in crystallography. After the phase, or sign +/– in cen-
trosymmetric crystals is known we can go back into direct space again by a Fourier
transformation, this time by computer, Eq. 1.5:

(1.5)
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tural parameters and their standard deviations (if possible in comparison to simi-
lar single crystal results)

It is customary to calculate “goodness of fit” indicators, known as R-indices. They
are compiled in Table 1.6. Powder diffraction data are not directly comparable to sin-
gle crystal data, but the R-indices used are close to the single crystal structure R-value.
Only Rp and Rwp shown in Table 1.6 are of real value.

Of the several R-indices which are used to check on the quality of the fit and re-
finement Rwp is statistically the most meaningful indicator of the overall fit since the
numerator is the residual that is minimized in the least squares procedure. Any R-in-
dex presented is meaningful only if the background has been subtracted. This deserves
a word of caution. The influence of background on R-values is significant. It has been
discussed in detail by Jansen E. et al. (1994a). The contribution from a high background
enters the denumerator and will thus greatly affect the R-indices. It implies better fit-
ting results than actually valid.

RB, the so-called Bragg R-index, implies a comparison of integrated intensities simi-
lar to single crystal refinements. In a Rietveld refinement there are no real integrated
intensities and RB is based on somewhat fictitious observed intensities. It is calculated
by allocating the actual observed (step scanned) intensities yi(obs) to Bragg intensities
on the basis of the calculated intensities on a “share holder” basis. Nevertheless it is a
useful indicator for judging the results.

All R-indices are greatly affected, if the crystallites are not ideally “imperfect”, e.g. if
they are affected by crystallite size and/or microstrain. Crystallite-size shows
up in line broadening and can be recognized easily in the yi(obs) – yi(calc) difference
plots. It produces intrinsic contributions to the Lorentz profile. Microstrain on the other
side produces Gaussian shaped profiles, and again this can be recognized in the
yi(obs) – yi(calc) difference plots. Very general the R-indices as quantities for fit and
accuracy must be taken with care. One might assign in such cases some significance
to η in the Pseudo-Voigt formula, particularly to its angular dependence. This should
be a reason to include η as a parameter in the refinement.

Table 1.6. Definition of
R-indices used in Rietveld
analyses
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For diffraction on polycrystalline samples the 3-dimensional intensities in recip-
rocal space are averaged over identical d*-values and superimposed into a linear,
1-dimensional pattern, as shown in Fig. 1.2. As an example Fig. 1.3 shows the powder
diffraction pattern of silicon measured with synchrotron radiation with λ = 1.0021 Å.
Measurements were taken out to 2Θ = 135°, corresponding to d = 0.37 Å giving 25 well
resolved reflections, compared to only 12 reflections when measured with Cu Kα
radiation to 160°. The advantage of synchrotron radiation is two-fold: first choosing
a short wavelength allows one to measure much further into reciprocal space, with

Fig. 1.1. We have two spaces, the direct or crystal space, and the reciprocal space, connected by Fourier-
transformation. The experiment itself is a Fourier-transformation

Fig. 1.2. The intensities on the
reciprocal lattice points are
averaged over spheres of identi-
cal d*-values and superimposed
into a one-dimensional diffrac-
tion pattern
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still very good intensities and good resolution, second we have single wavelength pat-
terns instead of the α1/α2 radiation from sealed X-ray tubes. If required, we can ob-
tain very narrow peaks with good collimators. In the case shown here the resolution
was 0.17°.

1.1.7
Analysis of Powder Diffraction Patterns

There are presently two methods used for the analysis of powder diffraction data, the
Rietveld method or full pattern analysis (Rietveld 1967, 1969) and the Two Stage method
proposed and developed by Will (Will 1979, 1988, 1989; Will et al. 1983a). For crystal
structure refinement both approaches are equivalent and give, and must give, identi-
cal results, if applied properly. This has been shown in a comparative study (Will et al.
1990a). The Rietveld method is very fast in its usual applications, which means if it is
restricted to the refinement of crystal structures or model structures, which are known
at least in principle beforehand. The Rietveld method contains however more poten-
tials as just crystal structure analysis. Such new applications have become known
especially in recent years, like “full pattern phase analysis”. For general use we have
therefore

� The full pattern profile refinement and simultaneous crystal structure refinement
in one step. This is the Rietveld method. It is only applicable for refinement.

Fig. 1.3. Silicon powder
diffraction pattern measured
with synchrotron radiation at
λ = 1.0021 Å
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� The two stage procedure, where in a first step positions and integrated intensities of
each reflection are determined by “decomposition” of overlapping diffraction
maxima followed by the actual crystal structure calculations. This may be a crystal
structure refinement or other applications which require Fourier methods. Even tex-
ture investigations for pole figure representations, or structure analysis by direct
methods are possible without much difficulties.

� “Pattern decomposition” is in reality “only” the separation of overlapping diffrac-
tion maxima. This can be done
– by full pattern analysis with programs like FULFIT or similar programs (see for

example Pawley 1981). This is just one step short of a Rietveld (crystal structure)
refinement,

– by dividing the whole pattern into segments and analyzing each section individu-
ally, if necessary by user interaction, like with the program HFIT (Will and Höffner
1992)

Profile fitting is always required, or included in Rietveld’s method. This is a least
squares fit of a (given and known) profile function to the diffraction pattern by mini-
mizing the function

(1.6)

with yi the measured (and calculated) intensities at each step, or channel, in
the energy dispersive mode. The summation index i is running over all points in
the diffraction pattern, or in some routines running over the section of the
pattern selectedfor fitting. A whole diffraction pattern consists typically in the
order of 4 000 to 15 000 data points, if we assume for example 40 to 100 point per
degree representing 40 to 150 degrees in 2Θ. Those values are very common.
This is the range of data if  the whole diagram is to be fitted, for example if
the program FULFIT or if a Rietveld program is used. If the pattern is segmented
into sections, for example commonly used for the analysis of synchrotron diffrac-
tion patterns with the fitting program HFIT (Will and Höffner 1992), those
numbers are much less. The range of the segment to be fitted is adjustable by the
user.

In Eq. 1.6 weights wi are given to each observation. They are taken from the experi-
mental error margins σi, which are assumed to be proportional to the square root of
the count rate yi(obs) following Poisson counting statistics,

wi= 1 / σi
2 (1.7)

The approach to decompose the diffraction patterns before further crystallo-
graphic calculations and further analysis is a very flexible and general way.
This proves itself  the only way if  powder diffraction data shall be used for
example for structure determinations with direct methods, or in texture
analysis.
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1.2
Powder Diffraction

1.2.1
History of Powder Diffraction

There is a long and well established tradition of using powder diffraction data to de-
termine crystal structures. We can consider W. L. Bragg as the father of structure analy-
sis. He determined for the first time the crystal structures of NaCl and KCl from single
crystals. After the pioneering experiments by M. v. Laue and his co-workers in 1912
W. L. Bragg, at that time a student in Cambridge, England, described in 1913 the struc-
ture of rocksalt, NaCl, which was the very first structure to be solved. He was encour-
aged by Pope, Professor of Chemistry, to try to elucidate the structure of NaCl on the
basis of the geometric arrangement of the “spots” in Laue’s diffraction patterns. This
advice was based on publications by William Barlow in 1883 and 1897. (Barlow 1883,
1897) In those publications he presents pictures of a likely arrangement of atoms
and predicts, correctly, the structures of elements and simple binary compounds
(see Fig. 165 in Bragg and Bragg 1933, p. 270). Bragg was successful; “the solution of
the structure was arrived at by means of Laue photographs and by measurements made
with the ionisation spectrometer.” He described the structure correctly and he opened
thereby the area of crystal structure analysis. To quote Bragg: “We have a new mans of
investigating the structure of crystals. Instead of guessing the internal arrangement
of the atoms from the outward form assumed by the crystal, we find ourselves able to
measure the actual distance from atom to atom. In doing so we seem certain to ac-
quire, indeed we have already acquired, knowledge of great importance to all the sci-
ences and to their applications.” In the years following Bragg determined a number of
structures, like those of NaCl. KCl, KBr, KJ, CaF2, Cu2O, ZnS, pyrite, NaNO3, and some
calcites, and also of diamond (Bragg 1913; Bragg and Bragg 1913). These structures were
solved mainly by experiments using the “ionisation spectrometer”, developed by his
father, W. H. Bragg. “The X-ray spectrometer is an instrument designed to make use
of the reflection principle.” based on this diffractometer Bragg considered the diffrac-
tion of X-rays as “reflection from crystal planes” and consequently formulated the
“Bragg equation”, which is generally used today in crystal structure work rather than
the Laue equations.

Powder diffraction followed only two years after Bragg’s successful determinations,
when Debye and Scherrer developed the Debye-Scherrer technique in 1916: “Inter-
ferenzen an regellos orientierten Teilchen im Röntgenlicht” (Debye and Scherrer
1916a,b). Debye was at that time professor in Göttingen. They studied and determined
the structures of LiF and silicon and they presented basically the complete theory
underlying power diffraction patterns, “steigende Quadratsummen geordneter hkl
triplets” to determine the unit cell dimensions. “Debye’s method overcomes the limi-
tations (of larger specimens) and immensely increased the range of crystals which
could be examined, since so many substances can only be obtained in a finely divided
crystalline form.” “The method has, therefore, opened up a new field of the greatest
interest and importance.” To apply powder data for crystal structural work was slow
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and also tedious and by no means straight forward. So the earliest examples were in-
evitably concerned with structures of simple materials, such as iron metal (Hull 1917).
Later a limited number of structure determinations were reported, like α- and β-UF5

(Zachariasen 1949). Such studies were largely based on geometrical considerations and
trial-and-error methods. With a number of improvements both methods, Bragg-
Brentano and Debye-Scherrer geometry, are still used today, basically unchanged. But
the application of powder diffraction for structure determination was limited and for
many years drew little attention.

Attention and early developments were concentrated on single crystal methods.
Measurements with Bragg’s spectrometer were tedious, and it was de Broglie in 1913
who used for the first time the “rotating crystal method”. This method was improved
by Schiebold in 1919 and further when Weissenberg introduced the Weissenberg cam-
era. Up till about 1924 the success of X-ray analysis has been confined to very simple
structures and to solely geometrical arrangement. In order to extent its scope intensities
of the reflections had to be known. To calculate intensities it was necessary to know
the scattering power of the individual atoms meaning the scattering or f curves. A fur-
ther step followed when it was realized that a crystal can be considered a three-di-
mensional lattice, which could be described by Fourier methods. Finally Patterson
proposed the Patterson method for the interpretation of Fourier maps. In these years
single crystal structure analysis evolved slowly and steadily, still with no real progress
and no decisive breakthrough despite the fact, that a number of methods were devel-
oped to determine crystal structures from their Fourier and Patterson maps. It was
not before the forties and especially after the war that crystal structure analysis from
single crystal measurements gained momentum. This can be seen for example in the
steadily rising number of publications, and even with new journals dedicated solely
to crystal structures, for example Crystal Structure Communications. It can be said
that a rapid development of single crystal structure analysis came about because of
rapid developments in the field of automated e.g. computer controlled 4-circle
diffractometers in combination with faster and more powerful computers. The big-
gest step forward came with the general availability and ease in using the “direct meth-
ods” software for structure solutions. Powder diffraction still was not of significant
interest to crystallographers and nobody considered seriously powder diffraction data
as a basis for crystal structure determination. Powder diffraction found it place as a
useful and very successful method for the identification of materials and for phase
analysis.

Looking for a breakthrough in powder diffraction we must focus our attention to
neutron diffraction, which was drawing more and more interest, especially in
Brookhaven and Oak Ridge, USA, in Saclay, France, in Harwell, England and in Petten,
Netherlands, when research rectors became available on a broader basis. Neutron dif-
fraction can be done quite easily with polycrystalline materials and despite the low
neutron intensities it was (and still is) very attractive. This enhanced interest was ba-
sically a result of the pioneering work by Clifford Shull in 1948 with the determina-
tion of the magnetic structure of MnO (Shull and Smart 1949). Neutron research at
reactors at that time was concentrated to study magnetic structures, only occasion-
ally crystal structures (Shull et al. 1951). Nevertheless the ordering of magnetic mo-
ments occurs in a crystal lattice, whereby the symmetry and structure often changes
at the magnetic phase transition. It is therefore not surprising when scientists beganwww.iran-mavad.com 
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wondering how to determine, or at least refine crystal structures from their powder
diffraction patterns. This was realized more or less at the same time by two groups,
Hugo Rietveld in 1965 at the Reactor Centrum Nederland in Petten, Netherlands, and
Georg Will in 1962 at that time working at the Brookhaven National Laboratory in
Upton, Long Island, NY, USA. Both were working in neutron diffraction and both had
experience in crystal structure analysis.

1.2.2
Programs for the Analysis of Powder Diffraction Data

Powder diffraction has become one of the most active fields in crystallography dur-
ing the last 15 years. It has become a major source of collecting data with X-rays, neu-
trons or synchrotron X-rays for crystallographic analyses. Since the times of Bragg
and Debye dramatic improvements have been obtained, in hardware as well as in soft
ware, meaning programs for the analysis of powder diffraction data. Efforts would have
been vain without the dramatic computer advances. The programs with its many ver-
sion based on Rietveld’s ideas of full pattern analysis is the best known example, mov-
ing from large scale computers to PCs today. Such programs were made generally avail-
able and consequently a wide spread activity has followed to write, to improve and to
upgrade existing versions and to adapt programs to one’s own requirements. All programs
are based on powder diffraction data and are designed for diffraction patterns, normally
for X-ray but also for neutron diffraction data.

As a general line on any analysis of a powder diffraction patter the following steps
are required:

i Collection, if possible, of highly resolved powder diffraction patterns
ii Indexing the powder pattern
iii Determination of intensities
iv Moving into one’s own problem with specific programs

Smith and Gorter (1991) have published a good compilation of basically all
programs available at that time. For details we refer to that compilation. Over 280 pro-
grams for the analysis of powder diffraction data have been identified in this
compilation, which have been grouped in 21 categories of major types of calculation
(see Table 1.1).

Indexing is always the first step in analyzing a powder diffraction pattern. This goes
through experimentally available d-spacings, and the single most common programs
in powder analysis are based on d-spacings. A first group of programs contains the
generation of d-spacings from crystallographic data of known compounds, which al-
lows one to check on possible relationships to known structures. Many programs are
provided which give a graphical display based on crystallographic data either from d-
I (d-spacing – intensity) data sets using the PDF data file or from atomic positions in
the structure. If these steps are successful phase identification is possible and in gen-
eral straight forward.

There are always diffraction patterns, where indexing on this simple approach is
not possible. Automatic indexing is a line of programming, which dates back to the
1960s with more sophisticated routines starting in the 1970s. Here the most impor-www.iran-mavad.com 
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tant factor which controls the success of indexing is the accuracy of the data. If pre-
liminary indexing, often only on a very limited and well resolved number of peaks in
the forward region, has been reached a refinement procedure can be started, gener-
ally in an iterative mode including more and more reflections. One of the earliest and
best known program is probably the APPLEMAN program written in the late 1950s
(Appleman and Evans 1973). All programs to follow are derivatives of this routine.
However in the last years, since about 2000, significant progress has been made in
developing new and more straight forward indexing algorithms (see Sect. 1.2.3).

There are complete program systems available today which incorporate most of the
computer programs necessary for analysis of powder diffraction data including
Rietveld formalisms. One such system is GSAS, derived and compiled by Larsen and
Von Dreele (1994). This system is “public domain”. More recently a similar program
system has been developed by Coelho and his co-workers (Cheary and Coelho 1992;
Coelho et al. 1997). This system is marketed today by the Bruker/Siemens Company.

Many applications require individual intensities. This is not just the case in the Two
Stage method, but for many other methods, like Patterson mapping. With the avail-
ability of accurate digitized diffraction patterns, peak analysis, cluster separation and
profile fitting is a popular option with many programs available. Twenty-four are given
in the list. The fitting considers each peak or peak cluster as a single fitting. A step

Table 1.1. Subdivision of the
programs for the a analysis of
powder diffraction data in cat-
egories of major types of calcu-
lation
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further is the “full pattern profile fitting”, where a number of program are available.
All such programs do not require information on the structure. They give reliable in-
formation on lattice parameters, FWHM, and (integrated) intensities, without requir-
ing detailed information on the material. FWHM for example is the basis to be used
for particle size analysis or strain/stress analysis. The intensities are given for each
reflection, including overlapping ones in clusters, which are used with the usual sin-
gle crystal analysis programs including also direct methods programs. This is the ba-
sic idea of the Two Stage approach. It was used in all a priori crystal structure
determinations from powder diffraction data found in the literature.

Crystallite size is commonly calculated by the Scherrer method by analyzing the
breadth of all peaks in the pattern:

t(hkl) = 0.9λ(B0
2(2Θ) – B2

ST (2Θ))½cosΘ (1.8)

with t the particle size, Bo the profile width of the specimen and BST the profile width
of a standard sample, like silicon. This simple formula assumes equal dimensions in
the particles. For more detailed analysis the line broadening for different directions
may be considered, like (h00) and (00l) to determine cylindrical dimensions.
Macrostrain can be measured by measuring peak shifts relative to an unstrained
sample. Both, crystallite size and strain properties can be analyzed by using a
Williamson-Hall plot. Another category is the variance method, which is an accurate
technique for studying crystal imperfections. These applications however are beyond
the scope of this monograph.

1.2.3
Crystal Structures from Powder Diffraction Data

The earliest examples of structures solved from powder diffraction data were of simple
materials, such as iron metal (Hull 1917). Much later a limited number of structure
determinations were reported by Zachariasen, like α- and β-UF5 (Zachariasen 1949).
Such studies were based on geometrical considerations and trial-and-error methods.
For many years the field of crystal structure determination was basically monopolized
by single crystal methods, in hardware as well as in methods and software.

Detailed and precise information on a crystal structure can be obtained only from
three-dimensional diffraction data. For many years they could be obtained only from
diffraction experiments with single crystals. There are however a number of reasons
why single crystal diffraction is not possible, for example under extreme environmental
conditions, like low or high temperatures, high pressure etc., or quite general if single
crystals of the compound to be studied are just not available, or difficult to make. Pow-
der diffraction experiments are an alternative. Two efforts, by Will in 1962, and by
Rietveld in 1966 brought crystal structure analysis, at the beginning only of refine-
ment to powder diffraction. At this time single crystal structure analyses were con-
sidered to be far superior to analyses from powder diffraction data. This has changed
in the last decades, and today in many cases analyses based on powder diffraction data
are very well comparable to single crystal data. This is especially true if the compounds
in question are within certain limits determined by the size of the unit cell, symmetry
and complexity. But it must be stated with some despair that there seems to be somewww.iran-mavad.com 
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exaggeration in the race for solving the largest structure from powder data, even claim-
ing protein structures.

Any crystal structure analysis, be it with single crystals or with polycrystalline sam-
ples, begins with a structural model, even when using direct methods. This model is
then refined on the basis of experimental data. There are a number of methods devel-
oped for single crystal analyses, and those methods hold equally well for powder dif-
fraction data, if individual intensities are available. Refinement is the second step af-
ter a model has been established. Even the Rietveld method is nothing else than a com-
plex minimization procedure built on external knowledge of a preconceived model.
This can in the course of the refinement only slightly be modified. The starting pa-
rameters must be reasonably close to the final values, and more over the sequence into
which the different parameters are being refined needs to be carefully selected. The
refinement needs experience. Rietveld approach cannot be taken as an active tool for
structure determination.

Indexing

In order to solve a crystal structure from powder diffraction data as the first step the
pattern must be indexed. About 50–90% of all structure determination attempts fail
because of failing indexing. Is powder indexing a solved problem? Not really. Scien-
tists devoted their time very early to this problem and a number of programs are avail-
able to help in indexing a diffraction pattern. See for example Visser (1969); DICVOL91
by Louer (Louer and Louer 1972; Boultif and Louer 1991); TREOR by Werner (Werner
1964, 1976; Werner et al. 1985). Those algorithms have served the scientific commu-
nity for decades; and they are adequate for most indexing problems, especially for
volumes less than 1 000 A3. Since the 1990s apparently no significant progress has been
made in developing new and especially more straight forward and more reliable in-
dexing algorithms. This situation has changed in the last years, when a number of
programs have been published, for example by Coelho (2003). Nearly all these mature
indexing programs have their roots in the 1970s.

In practice indexing programs will never provide a single and unambiguous solu-
tion. Indexing is not a black-box approach; solid crystallographic background is a
requirement. Use of several programs can maximize the possibility to find, and also
to identify a correct solution. Taking advantage of different algorithms gives some idea
of the range of different solutions and helps if identical solutions or derivative cells
can be identified. Common requirements for successful indexing are sample purity
and line-position data of the highest possible quality. The most popular indexing pro-
grams today probably are ITO, TREOR, and DICVOL.

ITO is a deductive search program by zone-indexing in index space; it performs
best when given 30 to 40 accurately measured powder lines. It is optimized for low
symmetry systems (orthorhombic downwards); high-symmetry lattices may get re-
ported wrongly in an orthorhombic setting. TREOR is a semi-exhaustive, heuristic
search method in index space; it requires about 25 accurately measured powder lines.
It is effective for searches down to triclinic symmetry. DICVOL again is an exhaustive
search program in parameter space by successive dichotomy; it requires around 20 ac-
curately measured powder lines and is well suited for high symmetry down to mono-www.iran-mavad.com 
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clinic, impurity lines however are not tolerated. In all cases the success depends on
accurate peak positions.

Recently more advances in powder indexing has been provided by Siemens/Bruker
in a system called the SVD-index method and LP-Search. SVD-indexing (SVD = Single
Value Decomposition) (Coelho 2003) operates on d-values extracted from reasonable
quality powder diffraction data. It can operate as an iterative process with hkl’s as-
signed, or by a Monte Carlo approach searching the parameter space. It is not an ex-
haustive method. The programs ITO, TREOR and DICVOL have been incorporated into
this package. Another approach, in the same package, is LP-Search (Coelho 2003), a
Monte Carlo based whole powder pattern decomposition program. It is independent
of d-spacing extraction and is therefore suited for indexing of poor quality powder
data. No d-values are required as input data.

After indexing the pattern the actual analysis for determining crystal structures
form powder diffraction data has to begin with profile fitting and profile refinement
techniques. For this the peak shape must be known. The better the reflections can be
described the better are the results afterwards. One serious problem is that the pro-
files in general change with diffraction angle. A great number of crystal structures,
even complex crystal structures have been studied in recent years. Even if “Rietveld
refinement” appears in the title, in reality a structural model has been deduced before
by “conventional” methods, and this model was then refined by a “Rietveld” program.

Determination of a crystal structure from powder diffraction data follows the fol-
lowing steps (see Table 1.2):

i Collection of a highly resolved powder diffraction pattern
ii Indexing the powder pattern, determination of the unit cell and space group
iii Determination of intensities, resulting in a list of hkl and I (Miller indices and

intensities). For solving unknown structures the intensities may be of limited accu-
racy

iv Structure solution using for example Patterson methods, direct methods or any other
general approach

v Structure refinement by “Rietveld” or POWLS

1.2.4
Pattern Decomposition for Accurate Intensities

The determination of unknown crystal structures needs intensities and structure fac-
tors F(hkl). Those values can easily be extracted if well resolved peaks in powder dif-
fraction patterns are found. A better, and more sophisticated way is by computer based
pattern decomposition. Pattern decomposition, or synonymous profile fitting is the
first step in a “Two Stage” approach, as it is advocated by Will. It opens powder dif-
fraction with its individual hkl data to any crystallographic problem, especially solv-
ing unknown crystal structures by standard crystallographic methods. This can be
done by full pattern fitting. Rietveld refinement then follows as a consequent ensuing
step. Besides analyzing the full pattern as a whole, there is sometimes a need to treat
the diffraction pattern in sections on an interactive individually operator controlled
decomposition. Table 1.3 lists a classification of such methods.www.iran-mavad.com 
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The peak overlapping is an intrinsic problem in analyzing powder diffraction data.
The method, which decomposes the powder pattern into individual Bragg components
without reference to a structural model is called as pattern decomposition method.
This is in contrast to the Rietveld method or full pattern refinement, which requires a
structural model. There are many cases where an unsolved structure does not give
sufficient information on atomic parameters to start with the refinement of the struc-
ture. Example are the ab initio structure determination from powder diffraction data
with conventional methods, like calculating Patterson maps, applying heavy atom or
isomorphous replacement methods, or even by direct methods. Especially with direct
methods it is of the utmost importance to have as many and as accurate unique
intensities as possible. All these methods have been developed originally on the basis

Table 1.2. The procedure for
crystal structure determination
from powder data

Table 1.3. Classification of methods
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of single crystal data. But there is no reason and no intrinsic problem to translate these
methods to powder diffraction data, provided integrated intensities can be extracted
from the diffraction patterns with sufficient accuracy. Overlapping intensities are
unavoidable in powder diffraction, and more over the range of measurable intensities
in a powder pattern is much smaller than in single crystal diffractometry. Both, over-
lapping reflections and the limited 2Θ range complicates the process of crystal struc-
ture determination. These difficulties can be tackled by advanced computation. For
such cases crystallographers have developed methods to arrive at a correct model for
the crystal structure to be used for further refinement.

Whole Pattern Fitting

Originally simple approaches, like integrating peaks by planimeter, or just taking the
peak heights of the reflections were used. Today a number of programs for the deter-
mination of accurate intensities from powder diffraction data have been developed.
These programs yield accurate, and even very accurate intensities by whole-pattern
fitting based on least squares procedures. The first step in all cases is the indexing of
the reflections and the subsequent calculation of the lattice parameters. Very reliable
programs are available to perform this task. The next step is the decomposition of the
intensities. Whole pattern fitting programs require as input only the wavelength and
the lattice parameters, which may be approximate values and in general are included
in the least squares decomposition routines. Since integrated intensities are needed,
profile fitting methods are the only choice. Consequently a reliable mathematical de-
scription of the profiles is required, and this is the most difficult parameter.

One of the first attempts dates back to a paper by Pawley (1980, 1981). This early
program was written with neutron diffraction data in mind and consequently using
the more simple Gaussian description of the diffraction peaks. The program was origi-
nal intended to determine and refine lattice parameters, but giving also integrated
intensities of each reflection. This early program had several shortcomings. For ex-
ample good intensity values were obtained accurately only when the peak distance to
the next neighbour was larger than the halfwidth of the peak. A profoundly improved
version of “whole pattern fitting with a least squares procedure” was provided by
Jansen J. et al. (1992). In this program suite all pertinent parameters are included in a
standard refinement – background, cell dimensions, intensities and peak shape. In view
of many shortcomings in powder diffraction patterns the refinement technique used by
Jansen, Peschar and Schenk (1992) tackled the refinement problem in two steps, ex-
ecuted interactively until an acceptable convergence has been reached. In the first step
intensities are refined together with the background. In the second step all other pa-
rameters such as peak shape, zero point and cell dimensions are refined, keeping the
parameters of the first step constant, and vice versa.

Another program suite is FULFIT by Jansen E. et al. (1988) and Will et al. (1990a),
successfully used in several applications. It is a full pattern refinement without knowl-
edge about the crystal structure. The program needs as starting values only the in-
strumental parameters R, S, and T describing the variation of FWHM according to
Cagliotti et al. (1958) and approximate values for the lattice parameters. It comes very
close to the method of full pattern structure refinement (Rietveld’s method) refining
the whole pattern except atomic parameters of the (unknown) structure. It uses thewww.iran-mavad.com 
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input files from POWLS (Will 1979) for Laue and space group symmetries, which makes
it extremely user-friendly. In addition to the lattice parameters the peak positions 2Θ
and peak heights for each reflection are varied and refined. Integrated intensities are
calculated using peak heights and FWHM. FULFIT generates a list of hkl values,
d-spacing and intensities. This list is determined by the space group symmetry ex-
cluding forbidden reflections. It may be modified by the user. Besides the integrated
intensities the output contains also the standard deviations and correlations, i.e. the
so-called variance-covariance matrix for a correct weighting scheme to be used in the
ensuing structure refinement. Refinement of the wavelength (sometimes advisable in
neutron diffraction) and zero point 2Θ0 is possible. Figure 1.4 and Table 1.4 give an
example for Li2CuO2 measured with neutrons. Included in Table 1.4 are for the sec-
tion 2Θ = 50 to 70° hkl, lattice spacing d, integrated intensities I, standard deviations
σ and percentage correlations ρx to the subsequent peaks. The R-index RPF was 2.9%.

Figure 1.5 gives a further example of FULFIT, where a diffraction pattern of olivine,
(Mg,Fe)2SiO4, collected with synchrotron radiation, λ = 1.74050 Å. Olivine crystallizes
orthorhombic, Pbnm, with a = 4.7631 Å, b = 10.2270 Å and c = 5.9946 Å. This gives
many peaks which are especially at higher angles heavily overlapped. It was no prob-
lem to decompose the pattern and to extract integrated intensities. They were used to
calculate three-dimensional electron density maps (Will 1989). Since this mineral was

Fig. 1.4. Observed (dots) and
calculated (line) diffraction
patterns of orthorhombic
Li2CuO2.. The profile analysis
used FULFIT. A selected part
2Θ = 50 to 70° is shown on an
enlarged scale, where the indi-
vidual reflection profiles are
clearly visible
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available also as single crystals it was also measured with a four circle diffractometer,
so a comparison could be made giving full agreement.

A comprehensive summary of the whole-pattern decomposition method isgiven
by Toraya in The Rigaku Journal (Toraya 1989). There he refers primarilyto his own
program, WPPF (Toraya 1986). The method of whole-powder pattern decomposi-
tion decomposes the powder pattern, e.g. the whole pattern in contrast to inter-
active decomposition programs, where selected regions of the pattern are analyzed,
into individual Bragg components without reference to a structural model. Summa-
rizing the following programs, all for step-scanned angle dispersive diffraction pat-
terns, shall be mentioned: ALLHKL by Pawley (1981), FULFIT by Jansen E. et al. (1988)
and WPPF by Toraya (1986). Pattern decomposition of patterns collect with energy
dispersive or time-of-flight method are discussed in Sect. 3.11.

Interactive Pattern Decomposition

Full pattern decomposition fails, if a diffraction pattern is not well resolved, or has
several components, etc. In such cases interactive profile fitting methods are a good

Table 1.4. Output of a full-pattern profile fit from FULFIT on Li2CuO2

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



20 CHAPTER 1  ·  General Considerations

alternative. Difficulties of this kind are found for example in patterns collected with
synchrotron radiation in the energy dispersive mode under extreme conditions like
pressure or temperature. They cannot be refined by Rietveld methods, and can not
even be analyzed by full pattern decomposition. Here interactive programs are useful
and needed. One program is HFIT provided by Höffner (Höffner and Will 1991;
Will and Höffner 1992), originally designed for the analysis of synchrotron diffrac-
tion patterns collected in diamond anvil cells under high pressures. Another program
is PROFAN (Merz et al. 1990), designed for neutron diffraction patterns in the analy-
sis of magnetic structures. Both programs are designed for interactive, computer aided
fitting, where each peak or peak cluster is treated as a single fitting. The programs
are interactive for on-line-operation on a graphic display by setting the cursor on the
proper position. The operator can make selections of his choice. For example by pressing
ENTER an additional peak can be entered in the fitting calculation, or a peak can be
deleted. Programs of this type are of particular interest in the analysis of unknown
materials, of low or uncertain symmetry crystal data, or of multiphase diffraction
patterns.

For example in high pressure research the patterns have besides the peaks from
the specimen also other peaks for example from the pressure marker, the gasket, es-
cape peaks, etc. or even from several specimen phases, like when high and low pres-
sure phases are present and disturb the pattern. At the start and as a preliminary step
the pattern is divided into sections, each containing just one peak or a peak cluster

Fig. 1.5. Section of an olivine diffraction pattern as an example for a full-pattern-profile analysis with
FULFIT. Shown is the section 2Θ = 50 to 65°. The differences between observed and calculated data points
are plotted at the bottom. The profile R-index for this section is 1.5%
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selected with the cursor for on-line analysis. An additional difficulty results from a
possible sudden change in the background, which may occur in energy dispersive setup
if the energy goes through an absorption edge. Such an example is shown in Fig. 3.19
in Sect. 3.3.2. Figure 1.6. shows an example when using laboratory X-rays with Kα1/Kα2

splitting for a diffraction pattern of NiNdC2.
The other example PROFAN operates on similar grounds. Again preselected peaks

or peak clusters from neutron, X-ray or synchrotron diffraction patterns are analyzed
individually. Figure 1.7 gives an example for such an interactive analysis. The profile
fitting is based on a nonlinear weighted least squares routine (Hamilton 1964a), as is
used also in POWLS, by minimizing the sum of weighted squared differences between
observed and calculated counting rates. Several commonly used profile shape func-
tions are implemented. In neutron diffraction patterns sometimes of complicated mag-
netic structures are observed, stemming from helical configurations (Kockelmann et al.
1992a,b; Kockelmann 1995). For such cases a specific version of POWLS has been written,
IC-POWLS, which can handle, and refine almost all magnetic moment configurations
confronted with in neutron diffraction research (Kockelmann et al. 1995). All programs
require no information on the structure.

The general line of analysis of a powder diffraction pattern for a compound with
an unknown structure should proceed with the followings steps:

i Collection of powder diffraction patterns
ii Determination of approximate unit cell parameters, sometimes based on isomor-

phous compounds, or by the many indexing programs
iii Determination of integrated intensities by pattern decomposition, either with full

pattern decomposition programs, or by interactive pattern decomposition
iv Moving into one’s own problem with specific programs

Fig. 1.6. X-ray diffraction pattern of NiNdC2; a between 2Θ = 22 and 26°; b between 2Θ = 67 and 74°.
The Kα1/Kα2 splitting can be seenwww.iran-mavad.com 
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1.2.5
Profile Shape Functions

A number of functions have been developed and are used in Rietveld programs as well
as in profile fitting programs for the Two Stage method. The first description of the
profile shape of laboratory X-ray diffraction peaks comes from Parrish and co-work-
ers (Parrish et al. 1976). They used seven Lorentzian functions for one α1/α2 peak, also
as a function of diffraction angle. This description is cumbersome and tedious and is
not used any more. Today four functions are widely used: The Gaussian G, the
Lorentzian L, the Pseudo-Voigt function V, and the Pearson  VII function P. They are
compiled in Table 1.5. Sometimes the real Voigt function, a convolution of G and L is
suggested. The Voigt and Pseudo-Voigt functions combine a Gaussian and a Lorentzian
function. All functions, including the description by Parrish, are used for pattern de-
composition (Two Stage method). For full pattern refinements the description by
Parrish is not suitable.

Using the real Voigt function has not found much enthusiasm. In one paper Suortti
et al. (1979) have analyzed powder diffraction profiles of Ni measured with X-rays and
neutrons using a Voigt function fit. In the neutron case the instrumental factors are
dominant, while the X-ray profiles are determined by the size and strain of the parti-
cles. In conclusion this study reveals however, that the true Voigt function, besides
extensive mathematical programming, is not useful for structure analytical purposes.

Fig. 1.7. Interactive profile re-
finement of a section of quartz
reflections measured with syn-
chrotron radiation (data points).
a Input of starting values by
selecting peak maxima with the
cursor (cross markers clicked
with the mouse). The corre-
sponding starting profiles are
plotted. b Final result of the
profile fitting performed with
10 Pseudo-Voigt functions. The
R-index is 2.0%
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It can be successfully used only for a profile which can be completely resolved, that
means for simple structures with only a few and well resolved reflections. To quote
the authors: “in other words the Voigtian refinement can be used only in cases where
it is not needed”.

Of these profile shape functions the Pseudo-Voigt and the Pearson VII functions
produce the best fit between observed and calculated peak profiles, since both incor-
porate a variable shape parameter. The Pearson VII function has some features to rec-
ommend because it allows a continuous variation of the shape parameter (m) from
pure Lorentzian through the intermediate and modified Lorentzians to pure Gaussian.
The Pseudo-Voigt function on the other hand applies a variable proportion of pure
Lorentzian to pure Gaussian by the parameter η. There are several modifications of
the Lorentzian type function with exponents –2 or –1.5 (see Table 1.5). The full width
at half maximum, FWHM, is normally and very well described by the well known for-
mula published by Cagliotti et al. (1958).

Which function is the best to describe the observed intensity profiles? It was be-
lieved by some researchers that differences between the peak shape model and reality
may produce a distortion of the refinement results. Therefore the influence of the shape
functions on the results has been studied in some detail by Young and Wiles (1982),
and by Hill and Howard (1987), the latter for neutron diffraction data. In neutron dif-
fraction the peak shape is predominant Gaussian. Nevertheless Hill and Howard used
a Pseudo-Voigt function and studied the influence of the Lorentzian contribution de-
scribed by the parameter η. Three compounds were investigated and compared to sin-
gle crystal data: TiO2, PbO and β-PbO2. They refined the data with three fractional
Lorentzian characters, η = 0 (pure Gaussian), η = 0.112 and η = 0.08 + 0.0004 × 2Θ,
i.e. in the last case including a variation with diffraction angle. The results are in all
cases basically the same and identical with single crystal data. This very detailed study
has shown that the structural parameters are hardly affected by the peak shape func-
tion. It also casts some light on the sometimes exaggerated influence of η on the re-
finement, at least as far as it concerns structural and unit cell parameters.

Table 1.5. Profile shape func-
tions commonly used in profile
fitting programs
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The other compilation and comparison of different profile shape functions comes
from Young and Wiles (1982) with X-ray diffraction data. This study also shows, that
positional parameters are generally not affected beyond standard deviations by the
choice of the function used. Thermal parameters however often are.

Factors which do influence the line shape are crystallite size and microstrain con-
tributions. The crystallite size broadening produces L-shaped intrinsic tails in the peak
profile, while microstrain produces G-shaped contributions. FWHM values are signifi-
cantly affected with such samples. Since those data are collected however in different
connections, they are of little importance for structure refinements, where the aim is
to determine precise structural parameters, the common goal of almost all Rietveld
refinements.

Thermal parameters on the other hand are affected by the choice of the descrip-
tion of the profiles. These quantities are to be used with extreme care, if at all. They
hardly represent the thermal movement of the atoms in the structure. The Debye-
Waller factors obtained in profile fittings and full pattern refinements are all together
not reliable quantities for the description of thermal motions of atoms in the unit cell.

Serious sources of errors are the correct handling of the background, especially if
it is included in the refinement. And thermal diffuse scattering (TDS) is another ob-
stacle which is hard to model, even in single crystal studies. And this is one of the most
serious reasons why thermal parameters, i.e. Debye-Waller factors, hardly describe
thermal movements of atoms correctly.

In summary unit cell edge and atomic positional parameters are largely unaffected
by the assumed model for the peak shape and are close to the values obtained
from single crystal diffraction. Also it has been shown that agreement indices and
the structural parameters are in most cases the same, at least within the quoted
e.s.d. values whether the peak shapes are fitted to a Pseudo-Voigt or a Pearson VII
function.

Criteria of Fit

At the end of a refinement it is necessary to check whether the results are meaningful,
and whether they meet certain standard criteria. This holds both for single peaks and
for full pattern refinements. The overall best criteria for the fit are without doubt dif-
ference plots between observed and calculated data.

a Criteria for single resolved reflections
– yi(obs) – yi(calc) difference plot
– maximum deviation at any point in the difference plot
– goodness of fit, R-index for one (or several) isolated individual reflection
– variance range, observed vs. calculated

b Criteria for the whole pattern in a Rietveld analysis
– yi(obs) – yi(calc) difference plot
– maximum deviation at any point in the difference plot
– index Rwp for the profile fit
– index RB (B for Bragg) for the agreement of integrated peak values. It must be

kept in mind that the values I(obs) are calculated on the basis of the calculated
ones and are therefore not directly comparable to single crystal R-indices. Struc-
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1.2.6
Early Ab Initio Crystal Structure Determinations from Powder Diffraction Data
by Pattern Decomposition

Scientists working in neutron diffraction were the pioneers to study crystal structures
from powder diffraction data. They were facing the problems of lacking single crys-
tals sufficiently large for single crystal studies, and in other cases they needed lattice
parameters and atomic positions of the materials studied for their investigations of
magnetic structures. One such example, probably the first one to refine a crystal struc-
ture from powder data was MnSO4 by Will et al. (1965). MnSO4 is isostructural with
NiSO4. In the course of a neutron diffraction study the agreement between observed
and calculated nuclear intensities from the neutron diffraction powder pattern was
poor when using atomic parameters from isomorphous compounds. Both X-ray and
neutron diffraction data were then collected and the crystal structure refined using
intensities from reflections integrated with planimeter. For refinement they used the
least squares program POWLS, where groups of overlapping reflections, Σi jFi

2 were
taken as one observation (Will 1979). A R-index of 3.3% was reached.

Another notable example of complete crystal structure determinations from pow-
der diffraction data, again both from X-ray and neutron measurements, is that of
Ca3UO6 and Sr3UO6 by Rietveld (1966). Rietveld began this investigation with the gen-
erally used procedure: He measured the compounds with a high resolution Guinier
film camera to determine symmetry (monoclinic) and unit cell (Ba3UO6 was also
measured, but the Guinier data did not allow reliable indexing and this compound was
not studied further). The structural investigation was continued by calculating
3D-Patterson maps, which lead to the positions of uranium and calcium. Those were
used for phasing Fourier maps yielding in rather rudimentary pictures the complete
structure. Difficulties were encountered however in the least squares refinements
because of severe peak overlaps. For this reason Rietveld wrote a especially adapted
least squares program for the Electrologica computer, available in Petten. In this
program he calculated structure factors for overlapping groups of reflections,
Σr (jF2(obs) – Σr jF2(calc))2 and considered each group as one observation in the
least squares refinement. This was necessary, because the overlaps in composite
reflection groups could not be separated and reduced to its individual structure
factors, so the composite sums Σr jF2 were taken. This is the same procedure as taken
independently by Will on MnSO4 in Brookhaven with the program POWLS. For the
calcium compound 45 intensities comprising 100 independent reflections were meas-
ured from the X-ray diffractogram. Both compounds were also measured with neu-
trons and their structures refined with similar success. The R-values reached were
around 5 to 6%.

This procedure to determine or refine crystal structures was not very attractive.
Rietveld therefore put his attention to separate composite peaks with the help of a
computer program. His first publication in this direction was concerned (only) with
profile fitting in neutron diffraction patterns by a least squares formalism. Since the
diffraction profiles in neutron diffraction can be described mathematically by Gaussian
functions, this method could be handled fairly straight forward with the computer
power available at that time. This lead to integrated individual intensities for further
crystal structure determinations and ensuing refinements with conventional least

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



271.2  ·  Powder Diffraction

squares programs (Rietveld 1966). The examples were Ca3UO6 and Sr3UO6 with
29 positional parameters (Loopstra and Rietveld 1969). Another such example is
Ti2Nb10O29 with 41 positional parameters (Von Dreele and Cheetham 1974). The ac-
tual full pattern refinement, what we call today Rietveld analysis came several years
later (Rietveld 1969). Rietveld’s idea of “pattern decomposition” with the help of com-
puter programs was taken up first by Australian scientists from the laboratory where
Rietveld came from.

Before the full pattern least squares refinement, Rietveld refinement, of (known)
crystal structures became widely known, a number of publications appeared follow-
ing the early idea of Rietveld to extract intensities by profile decomposition, i.e. profile
refinement. The first mention of profile fitting in order to extract reliable intensities
based on Rietveld’s publications is found in several publications by Taylor and Wilson
in 1974/75, in compounds with heavy elements: β-tungsten hexachloride, uranium
hexachloride and uranium tetrabromide (Taylor and Wilson 1974a–c), or by Levy, Taylor
and Wilson in 1975 on uranium(III)triiodide, molybdenum hexafluoride and some
other fluorides (Levy et al. 1975a,b). In all these cases data were collected by neutron
diffraction in Australia. For the actual refinement of those crystal structures the con-
ventional single crystal least squares program ORFLS by Busing and Levy was used.
Taylor et al. (1986) also published a paper using X-ray diffraction, when they studied
and determined the crystal structure of a zeolite sample, H+-ZSM5. In this specific case
a special computer program was written for a point-by-point decomposition of the
profile for each (hkl). The structure itself was refined using the single crystal least
squares program SHELX.

Except from a few examples in the early days the general way to determine
intensities from powder diffraction patterns was by simply taking the peak heights as
the intensity values. The first publication where an unknown and more complex crys-
tal structure was solved purely from powder diffraction data appeared in 1977 (Berg
and Werner 1977). The compound was (NH4)4[(MoO2)4O3](C4H3O5)2 ·H2O, a rather
complex structure. Single crystals could not be obtained and it is frustrating when a
new compound with unknown structure cannot be obtained as single crystals (of rea-
sonable size). For simple compounds often structures can be deduced from similari-
ties with known structures. But when the compound is more complex the situation is
difficult. Data were collected from a microcrystalline sample with a focusing Guinier-
Hägg camera with monochromatic Cu Kα1 radiation. Exposure time was two hours.
The film was evaluated using the film scanner developed and available in the labora-
tory in Stockholm. The peak position allowed indexing and the determination of the
unit cell: monoclinic, space group C2, a = 14.572(2) Å, b = 10.114(2) Å, c = 11.461(2) Å,
β = 121.45°. Integrated intensities were provided by the film scanner program system,
which provides step-scan intensities and also calculates integrated intensities (Malmros
and Werner 1973). The step size was 0.01586 degrees. With the intensities the crystal
structure was determined using general crystallographic methods.

They approached the problem in three steps: (i) first to determine from peak posi-
tions unit cell, symmetry and space group, then (ii) to determine intensities and with
them (iii) to follow the conventional routine of structure determination: Patterson
maps to derive a structural model, Fourier and difference Fourier maps to locate the
atoms in the unit cell and finally to refine the structure by least squares methods, here
with a Rietveld program. Basically the procedure is the “Two Stage” approach.
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The structure determination was started with three-dimensional Patterson maps
calculated with 120 resolved integrated intensities. All heavy-atom peaks could be seen
and the positions for molybdenum could be assigned. A first (conventional ORFLS)
least squares refinement with the molybdenum positions only ended with a rather poor
R-index of only 0.30. No oxygen position could be derived. Then a Rietveld profile
analysis and refinement program, rewritten for Guinier data by Malmros and Tho-
mas (1977) was applied. Within the observed two-theta range 505 intensities and con-
sequently structure factors could be derived, compared to 129 values before. For a first
Fourier calculation 250 data for (sinΘ) / λ > 0.336 were used. By successive Fourier and
difference Fourier maps and ensuing least squares calculations all atoms, except hy-
drogen, could be localized and the structure fully determined. The final least squares
profile refinement with 505 reflections and 51 parameters varied ended with R = 0.11,
a very acceptable result considering the complexness of the structure and film data as
the basis for the intensities.

In these examples peak shape was not a problem or a parameter. Extending the
analysis and attempting peak decomposition for X-ray diffraction data posed serious
difficulties in the beginning. Peak shape in X-ray diffraction pattern do not confirm
to a description by a Gaussian function. Second there is the α1/α2 doublet, and more
serious a variation of peak shape with scattering angle. When Khattak and Cox (1977)
approached Rietveld refinement of X-ray diffraction data they used the single line
β-radiation. For their study they chose La0.75Sr0.25CrO3, a compound studied previously
with neutrons. This allowed a direct comparison between neutron and X-ray results.
In addition it gave valuable information on the profiles to be used. The main question
in this paper was the peak shape and the problem of pattern fitting without reference
to a structural model. It was a very notable, so not the first attempt. For example Huang
and Parrish (1975) described the measured, observed profiles with a rather formida-
ble composite of seven Lorentzians involving 21 parameters. It gave an excellent fit to
their diffractometer Kα profiles, including the handicap of Kα1 and Kα2. Khattak and
Cox tried several functions with the single Cu Kβ radiation and they found that the
peak shapes were described reasonably well by a modified Lorentz-type function.
Comparing their results with the ones from previous neutron data demonstrated this
a workable functions. (Later and today the Pseudo-Voigt function is preferred, a com-
posite of a Lorentzian and a Gaussian function.)

Another early example is the structure determination of α-CrPO4 from powder
synchrotron X-ray data (Attfield et al. 1986). With the generally very good resolution
of synchrotron diffraction patterns 68 well resolved peaks were obtained. They were
used, after corrections for multiplicity and Lorentz factor, to generate a Patterson map,
which revealed the two positions of the two heavy atoms, chromium and phospho-
rous. They were used to start phasing the data for the Fourier maps. With several
Fourier maps the remaining atoms could be localized. The structure was finally re-
fined using a modified version of the standard Rietveld program using a Pseudo-Voigt
function to describe the peak shapes.

After the efforts by Berg and Werner in 1977 there was little progress in structure
determination from powder diffraction data until the mid-1980s. One of the first struc-
ture determinations from individually determined intensities without prior knowl-
edge of the structure is that of ZrKH(PO4)2 by Clearfield et al. (1984). Their data were
collected by X-ray diffraction. They started by the rather rudimentary method to de-
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termine integrated intensities by cutting out areas under the peaks and weighing them.
This yielded 40 to 50 usable pieces of data. The positions of the zirconium atom could
be determined from a Patterson map, and the remaining atoms were found by Fourier
methods. Since the positions of the atoms were now fairly well known the structure
was finally refined with the Rietveld technique using the 10 to 80° data set. The final R
indicators were RF = 0.036 and Rwp = 0.145.

Daniel Louer with his group began to use powder diffraction data for the determi-
nation of crystal structures since the late 1980s. He reported several successful
determinations, all of low symmetry. Examples are Nd(OH)2NO3 · H2O (Louer and
Louer 1987), Zr(OH)2(NO3)2 · 4.7 H2O (Bernard et al. 1991a), Cd5(OH)8(NO3)2 · 2 H2O
(Bernard et al. 1991b), or LiB2O3(OH) · H2O (Louer et al. 1992).

Nd(OH)2NO3 · H2O crystallizes monoclinic, space group C2/m (Louer and Louer
1987). Indexing is always the crucial stage in a structural analysis. It was accomplished
with the successive dichotomy method using the program DICVOL (Louer and Vargas
1982). By an ensuing pattern decomposition using a Pseudo-Voigt function for the
profile shape 71 integrated intensities with unambiguous index assignment were ob-
tained. Beginning with a three-dimensional Patterson map the position of neodym-
ium could be assigned, followed by successive Fourier maps where the eight remain-
ing atoms could be located. The full structure was refined with the Rietveld program
DBW2.9 (Young and Wiles 1982) with 19 atomic coordinates, 9 isotropic temperature
factors, a zero-point parameter, 4 unit cell parameters and 3 halfwidth parameters. The
weighted-profile R-index Rwp was 0.17.

Zr(OH)2(NO3)2 · 4.7 H2O crystallizes triclinic, pace group P1– (Bernard et al. 1991a).
After indexing 136 integrated intensities could be extracted by pattern decomposition.
They were used to calculate a Patterson map, from which approximate heavy atom
coordinates were derived. The remaining atoms were located by successive three-di-
mensional Fourier maps. The final structure was again refined by the Rietveld method
ending with a weighted-profile R-index Rwp of 0.145. In the calculation 65 positional
parameters were refined from 896 reflections in the angular range 2Θ = 12 to 92°.

Cd5(OH)8(NO3)2 · 2 H2O is a complex structure with a large unit cell, a = 18.931 Å,
b = 6.858 Å, c = 5.931 Å and β = 94.85°, and monoclinic symmetry, space group C2/m
resulting in a heavily crowded powder diffraction pattern. The data were collected on
a Siemens D500 powder diffractometer operating with strictly monochromatic cop-
per Kα1 radiation. The diffraction pattern was decomposed into its Bragg reflections
with the Siemens DIFFRAC-AT software using a Pseudo-Voigt function. The shape
factor was η = 0.98 indicating a strong Lorentzian character of the line shape. From
the precise powder data the automatic indexing program DICVOL gave the lattice
parameters.

The structure was determined from a 3-dimensional Patterson map using 96 unam-
biguously indexed reflections from the powder data set. Twenty-three unobserved, but
space group allowed reflections with small, but non-zero intensity were included in
the calculation of the Patterson map. The approximate atomic positions were then used
for a least squares structure refinement by the Rietveld method using the program
DBW3.2S. The refinement used 444 powder reflections. It included 40 parameters,
19 atomic coordinates, 5 isotropic temperature factors, the scale factor, 4 cell param-
eters, a zero-point parameter, an asymmetry parameter and 6 parameters to define
the functional dependence of the background. The refinement resulted in a only partly

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



30 CHAPTER 1  ·  General Considerations

satisfactory R-index value of RB = 0.083 (B for Bragg), a profile value Rp = 0.093 and
Rwp = 0.116. The final difference plot shown in the publication is fairly good, but it must
be realized that the measured data beyond 2Θ > 60° disappear in the background and
can hardly be made responsible for a contribution to the refinement.

A similar structure of the same series, Cd3(OH)5(NO3) has been determined directly
by conventional standard methods from powder diffraction data with monochromatic
X-rays (Plevert et al. 1989). The cell dimensions of this compound are a = 3.4203 Å,
b = 10.0292 Å, c = 11.0295 Å, space group Pmmn with Z = 2. From pattern fitting inte-
grated intensities, line shape and line width were obtained. To derive a structural model
a Patterson diagram was calculated using 65 unambiguously indexed reflections. This
gave the positions of the cadmium atoms. The remaining atoms were located by the
interpretation of Fourier difference maps. Finally the structure was refined by whole-
pattern refinement converging to RF = 0.049, RB = 0.059 and Rp = 0.061.

A further example of structure determinations using pattern decomposition and
the Rietveld method on synchrotron X-ray and neutron powder data, e.g. with the Two
Stage method is presented by Lehmann et al. (1987). The compounds studied were
Al2Y4O9 and I2O4. The diffraction patterns were first analyzed by profile decomposi-
tion using the program ALLHKL (Pawley 1981), which gave individual structure am-
plitudes. This was followed by applying standard crystallographic methods. For the
solution of the structure of I2O4 first a Patterson map was calculated with the extracted
structure amplitudes. This yielded the two I atoms. Followed by repeated Fourier and
difference Fourier calculations, doing also repeatedly preliminary Rietveld refinements
to allocate all atoms, gave finally the locations of the oxygen atoms. In Al2Y4O9 the Y
atoms were located by direct methods with the program MULTAN77 (Main et al. 1977),
again followed by Fourier and difference Fourier calculations.

In both cases structural models were derived by conventional methods, Patterson
methods and direct methods, and then refined using Rietveld methods Especially the
combination with Fourier and difference Fourier calculations improved the electron
density maps and revealed missing atoms. The final structures were refined with full
pattern Rietveld programs. Using the X-ray and neutron data sets separately gave rather
high R-values, ranging from 7.7 to 12.2%. Combining both data sets did improve the R-
values considerably, R = 3.1 to 6.9%, and also resulted in acceptable standard devia-
tions of the atomic positions.

A very notable example of an ab initio structure determination has been published
by McCusker (1988) for Sigma-2, a new clathrasil phase. High resolution data were col-
lected with synchrotron radiation and the decomposition of the diffraction pattern was
obtained by full pattern refinement using the program ALLHKL (Pawley 1981), yield-
ing 258 reflections. This publication is especially noteworthy, since the structure was
solved by direct methods. A detailed discussion is given in Sect. 1.2.7.

One more structure solved ab initio by direct methods is LiB2O3(OH) · H2O (Louer
et al. 1992). A first data set was collected using Bragg-Brentano geometry for indexing
the powder pattern by the successive dichotomy method. The final data were collected
in the laboratory with Cu Kα radiation using a curved position-sensitive detector from
INEL. Integrated intensities were extracted by means of a fitting procedure using a
full pattern decomposition program FULLPROF written by Rodriguez-Carajal. It is
derived from the Rietveld program DBW3.2S and works very similar to FULFIT by
Jansen E. et al. (1988). From 269 structure factor values the direct method program
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MULTAN was used giving first approximate atomic positions. By successive Fourier
and difference Fourier calculations the complete structure could be derived and fi-
nally refined with a Rietveld program. The refinement involved 23 atomic coordinates,
9 isotropic temperature parameters, scale factor and zero point correction, 3 cell pa-
rameters and 2 parameters describing the angular variation of the mixing factor η in
the Pseudo-Voigt expression. The final R-index was Rwp = 0.04.

Finally to mention is the paper by Estermann et al. (1992) “Ab initio structure de-
termination from severely overlapping powder diffraction data”. They investigated
SAPO-40, a aluminophosphate-based molecular sieve with small amounts of Si in the
tetrahedral framework sites. With a = 22.045 Å, b = 13.699 Å, and c = 7.120 Å, space
group Pmmm, and 21 atoms to be located this is a very large unit cell and more than a
standard problem. Integrated intensities for all reflections with 2Θ less than 70° were
extracted from the powder pattern with the Program EXTRACT, developed at the ETH
Zürich. When attempts with several direct method programs failed a new method was
brought into use, the so-called “fast iterative Patterson squaring (FIPS)”, which involves
an iterative procedure of treating points in the Patterson maps by squaring. This gave
finally the correct structure.

These examples are all two-stage procedures. They start with the determination of
(integrated) intensities, usually by pattern decomposition, as a basis for the structure
determination, in general with conventional Patterson and Fourier methods, in some
cases with Hauptmann’s direct methods. As the pertinent point refinement always
requires a model structure. If such a model has been found the final structure can be
refined by Rietveld, full pattern, or other least squares calculations.

For completeness there is at least one publication, where the structure was solved
directly from the X-ray powder diffraction data with the Rietveld procedure without
decomposition. This was synthetic hercynite, FeAl2O4, a mineral crystallizing with the
spinel structure, which could be used as input for a model structure (Hill 1984). The
structure has only three positional parameters. A flexible profile shape of the Pseudo-
Voigt type was used with 33.7 to 99.8% Lorentzian character as 2Θ increased. The struc-
ture refinements were undertaken with the full-profile Rietveld-type program DBW3.2
(Rietveld 1969; Wiles and Young 1981).

1.2.7
Ab Initio Structure Determination by Direct Methods in Powder Diffraction

It is the ultimate goal of crystallographers to overcome the “phase problem” and to
solve crystal structures directly from the experimental data. The term “direct meth-
ods” indicates those methods which try to derive the phases of the structure factors,
which are lost in the experiment, directly from the observed amplitudes through math-
ematical relationships. A breakthrough came, when Karle and Hauptmann presented
in a number of publications such a way of solving crystal structures directly from the
measured intensities. The method was developed by Karle and Hauptmann in the 1950s
(Karle and Hauptmann 1950; Hauptmann and Karle 1956). For this achievement
Hauptmann was rewarded the Nobel Prize in 1964. The two quantities phase and am-
plitude of the diffracted wave are independent quantities. By statistical considerations
it is possible to derive a relation between them. This is based on two important prop-
erties: (i) the electron density is everywhere positive, and (ii) the structure is com-www.iran-mavad.com 
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posed of discrete atoms. Programs are generally available today. A detailed descrip-
tion of this method can be found in Giacovazzo (1980, 1992, 1996).

“Direct method” programs do not give a complete and unbiased structure. They
lead to a first approximate solution constituting one or several initial structural mod-
els for the atomic distributions in the unit cell. The correct structure must be selected
by the operator and refined by least squares methods. Direct methods are routinely
used for the determination of structures primarily of organic compounds measured
with single crystals. For using it with powder diffraction data there is a fundamental
difference: Data from single crystal measurements lead to one, or several structural
proposals, which can be tested and refined with the usual least squares programs. When
using powder diffraction patterns first a reasonable large number of integrated
intensities is required, which are extracted by profile fitting. Even if these limited data
sets give basically correct structures, the refinements must be done with full pattern
refinement programs. So we are talking here about a two stage process. A few exam-
ples solving crystal structures from powder diffraction data are the structure
determinations of Sigma-2 by McCusker (1988), of LiSbWO6 by Le Bail et al. (1988) and
of C10N16N6S by Cernik et al. (1991), which will be discussed later.

Care is advised in using the term “ab initio”, which is not identical with “direct
method” solutions. It is occasionally found in the literature pretending a structure
solution directly from the intensities or structure factors. This is misleading. “Ab ini-
tio” means in a literal translation without any previous knowledge concerning the
structure. In that sense any crystal structure determination is “ab initio”. Publications
which carry “ab initio” in their title try to imply a direct method approach, while ac-
tually they have deduced model structures by conventional methods, mostly by
Patterson methods.

Direct Structure Solution by Triplet Phase Invariants

It is obvious that it must be possible to apply G. Hauptmann’s direct method also for
powder diffraction data. However the successful application of this method to pow-
der diffraction data is still a challenge and it can not be described as fully acceptable
and successful. The problems encountered are far from trivial. Even if we assume that
the indexing and space group problems have been solved there are still serious prob-
lems we are facing: (i) overlapping diffraction peaks, accidental and more serious sys-
tematic, (ii) the background which is often difficult to define unambiguously leading
to erroneous intensity values, and (iii) preferred orientation. After successful pattern
decomposition the method begins to reduce intensities to E-moduli. One difficulty
arises already here, since peaks, which are heavily overlapped, are also highly corre-
lated. Even good decomposition programs often provide negative, and thus wrong
intensities. Any error in the estimate of the structure factor moduli will weaken the
efficiency of the method, since incorrect moduli will lead to wrong phases and thus to
structure models not acceptable. The use of synchrotron radiation reduces these prob-
lems, but we can safely assume that experiments with synchrotrons are the exception
rather than the rule. Giacovazzo has put much energy on this problem and developed
a number of programs, especially SIRPOW92. In a lead article (Giacovazzo 1996) he
lists 41 structures which he has solved from powder diffraction data, a few other ex-
amples can be found in the literature.www.iran-mavad.com 
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Direct methods work well when the ratio of independent intensities to the number
of atoms to be found is sufficiently high, as a rule larger than seven, conditions found
easily in single crystal studies of organic compounds. In practice the structure is first
solved by phasing a limited amount of structure factors, in single crystal work up to
500. This number is hard to arrive from powder diffraction patterns. Also because of
the unavoidable errors in the phasing procedure and owing to the effects of series trun-
cation the complete structure is usually not evident from the first E-map. Ultimately
interpretation of these data is heavily dependent upon experience and intuition, and
this is especially true when based on powder diffraction data with often only a lim-
ited number of reflections available. Thus successive refinement steps with full pat-
tern refinement programs must follow including Fourier and difference Fourier map-
ping cycles.

In summary we find, that the great efficiency of direct methods in single crystal
work can not be translated directly to powder work, at least not yet. The risk of failure
is high, since the limited uncertainty in the structure factor amplitudes is still the main
obstacle. Significant improvements can be expected if decomposition is more reliable,
especially if the resolution is improved.

Direct Structure Solution by Simulated Annealing

Another approach was taken up recently by Coelho with a method he calls “simulated
annealing” (Coelho 2000). The concept of “simulated annealing” is based on the con-
cept that nature tends towards minimum energy. Thereby he derives model structures
by a Monte Carlo approach. It may be remembered that a “Monte Carlo” method was
suggested in 1960 at an IUCr satellite conference in Glasgow on “Computing Meth-
ods” by Niggli/ETH Zürich together with V. Vand (Vand and Niggli 1961). The idea was
to obtain atomic coordinates or consecutive sets of random numbers from a random-
number generator program by placing atoms randomly in the unit cell and put the
model on a refinement cycle for obtaining an initial crystal structure model. Random
number generator programs became just available in 1960. Niggli’s idea was based
purely on a statistical distribution of the atoms in the unit cell without restrictions.
Since it required extensive computer time and since at that time computers neither
had the required speed nor memory, Niggli’s method was not followed further. Today
computer power and speed have progressed enormously, so that some time-consum-
ing approaches have become more practicable.

Coelho’s method is more advanced. It is not just “trial and error” approach, it is based
on scientific considerations and limitations. The method offers considerable success
since it does not start with a completely random and arbitrary structure proposals.
“Simulated annealing” uses sound physical and above all crystallographic considera-
tions, like known bond length and atomic radii.

The method facilitates a solution of structures from the starting point using only
space group and lattice parameters. The significant idea is the inclusion of electro-
static potential penalty functions in a nonlinear least squares Rietveld refinement
procedure. In a thermodynamic (macroscopic) process of annealing, materials crys-
tallize over time on slow cooling. If this is translated into crystallography atoms tend
to arrange in a minimum-energy configuration and this should lead to an arrange-
ment of atoms resembling the structure observed in nature. To simulate this processwww.iran-mavad.com 
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is called “simulated annealing”. At the start the atoms in a unit cell are randomly thrown
into three dimensional space and are allowed to arrive in an energy minimum. In time
they should arrange in a manner similar to observed structures. This comprises it-
erative numerical procedures designed to seek a global minimum. In the paper by
Coelho several examples are given with iterations ranging from 1 000 to 5 000. Obvi-
ously this method can only work today with modern computers which are large and
fast enough. But again, the method presents models which have to be refined after-
wards. It is to be seen how successful this new method will be and how it will be ac-
cepted by the crystallographic community.

The structure solution of a simulated annealing cycle is performed in several steps
(Coelho 2000):

i Find local minimum of the objective function
ii Decrease the temperature
iii Randomize the atomic coordinates

Repeating such cycles resembles a random walk through parameter space. This
method fits directly to powder diffraction data, since it refines the structural propos-
als with Rietveld methods. An additional very important point is the introduction of
a potential-energy function, which describe atoms in real space. A bond-length pen-
alty function in terms of known bond length is included. The method has been suc-
cessfully applied to several known structures, as listed in Coelho’s paper: AlVO4,
K2HCr2AsO10 and [Co(NH3)5 CO3)]NO3 · H2O.

1.2.8
Crystal Structures Determined by Direct Methods

“Ab initio” crystal structure determination using the formalism of direct methods by
“triplet phase invariants” according to Hauptmann and Karle is a routine procedure
today, if used with single crystal data. A number of programs are available, like SHELX
(Sheldrick 1976), MULTAN (Main 1985), or XTAL (Stewart and Hall 1988). There are
two programs SIR88 (Burla et al. 1989), and SIRPOW91 (Cascarano et al. 1992) and
SIRPOW92 (Giacovazzo 1996) written specifically for using with powder diffraction
data. Giacovazzo and his group have concentrated on this problem and developed a
number of programs, especially SIRPOW92. In a lead article (Giacovazzo 1996) lists
41 structures which he has solved.

Several publications can be found, where intensity data were derived from powder
diffraction patterns and then used with one of the above programs for the solution of
the crystal structure. All these publications work with two stages, first to determine
integrated intensities, then to determine the structure and in general as the final step
to refine the structure by full pattern refinement using the full powder diffraction
pattern.

Powder diffraction patterns in general suffer from overlapping reflections making
the extraction of individual intensities difficult and often unreliable. With the advent
of widely available synchrotron radiation it has become a possible and more feasible
approach to this problem: Synchrotron sources provide high intensity X-rays and high
resolution, which allow a much less ambiguous decomposition of the powder diffrac-www.iran-mavad.com 
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tion patterns than using sealed X-ray tubes. Overlapping reflections are not eliminated,
but they are minimized. Once reliable integrated intensity values have been calculated,
a single crystal structure determination procedure by direct methods can follow. But
we must keep in mind, the direct-method programs do not provide an unbiased solu-
tion. Ultimately interpretation of these data is heavily dependent upon experience and
intuition of the scientist in front of his computer screen, and this is especially true
when based on powder diffraction data with often only a limited number of reflec-
tions available. Despite these shortcomings the method is gaining more and more in-
terest, and a few crystal structures solved from powder diffraction data are for exam-
ple Sigma-2 by McCusker (1988), (C10N16N6S) by Cernik et al. (1991), and LiSbWO6 by
Le Bail et al. (1988).

McCusker (1988) reports such an ab initio structure determination of Sigma-2, a
new clathrasil phase from a synchrotron powder diffraction pattern. Data were col-
lected at the NSLS in Brookhaven with truly monochromatic 1.5468 Å radiation. Back-
ground, which in general is low in synchrotron experiments, was subtracted, peak
positions and the 2Θ values were input to the auto-indexing program TREOR (Werner
et al. 1985). With the symmetry information and unit cell dimensions available the
diagram was then input in the whole pattern fitting program ALLHKL (Pawley 1981)
yielding 258 reflections. However only 66 had E-values ≤1.0. They were used in the
direct-method single crystal package XTAL (Stewart and Hall 1988). There are four Si
and seven O atoms in the asymmetric unit. Nine of the eleven framework positions
appeared in the direct method solution. Eight were used to generate a Fourier map,
which clearly showed the remaining three oxygen positions. Finally a whole pattern
refinement was followed, which converged with R = 0.10.

Cernik and co-workers (1991) studied (C10N16N6S) with data from a high resolu-
tion synchrotron experiment as an example for a small organic molecule. The data
were auto-indexed using again the program TREOR (Werner at al. 1985). Integrated
intensities were obtained by pattern decomposition giving 561 reflections, of which
204 were rejected because they were statistically unobserved. Several direct method
programs failed to solve the whole structure. They could locate only three to four at-
oms, including sulfur, but not enough to solve the structure. The structure could fi-
nally be solved taking the top 17 peaks from the output of the direct method program SIR
(Burla et al. 1989), which is specifically written for powder diffraction patterns. The fi-
nal solution was found from Fourier and difference Fourier maps. The structure was
finally refined with a Rietveld full pattern program. The final R-index was 1.9%.

Another successful example is the structure determination of LiSbWO6 by Le Bail
et al. (1988). In this case the Hauptmann’s direct method formalism was applied, a truly
ab initio structure determination. The compound crystallizes in the columbite struc-
ture. The structure was solved by a two stage process: First the authors extracted indi-
vidual intensities from the powder pattern by profile fitting, then they indexed the
pattern with DICVOL (Louer and Vargas 1982) and determined unit cell and symme-
try. As the second step intensities were converted into structure factors and used as
input for the SHELX program (Sheldrick 1976). Initial positional parameters of tung-
sten and antimony were obtained from direct methods applied on 307 reflections. Three
oxygen positions were then located from a Fourier difference map. At this stage the
Rietveld method e.g. full pattern refinement was used, which is the proper choice in
order to handle overlapping reflections. The final R-index was 2.1%.
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1.2.9
Preferred Orientation in Powder Diffraction

Powder diffraction is based on a fully random distribution of crystallites of equal size.
Any deviation from a random distribution will affect more or less the measured in-
tensities in the diffraction pattern. These deviations are meant by “preferred orienta-
tion”, e.g. a term for a non-random distribution of crystallites in the specimen. It must
not be confused with texture, which has a much larger degree of crystallite distribu-
tion and has to be treated differently. Preferred orientation is always a problem when
analyzing powder diffraction patterns for correct crystal structure values. This is a
serious drawback especially when the intensities are the basis for structure solutions
with direct methods, which are based on E-values derived from the intensities. Pre-
ferred orientation is one of the major sources responsible for failure when applying
direct methods in powder diffraction.

Preferred orientation has been realized already by Rietveld in his first program,
Eq. 1.9a (Rietveld 1969), and it has also been considered by Will in his program POWLS
Eq. 1.9b (Will et al. 1983a). Rietveld used (rather large) cylindrical sample holder for
his neutron diffraction experiments with (elongated) crystallites oriented along the
cylinder axis. Will, Parrish and Huang (Will et al. 1983a) used the Bragg-Brentano ge-
ometry with the crystallites, elongated or plate-like, in the specimen plane. Consider-
ing the different diffraction geometries the following formulas have been suggested,
and used, to correct for these effects:

Icorr = Iobsexp(–Gφ2) (1.9a)

Icorr = Iobsexp(–G(π/2 – φ2)) (1.9b)

G is a correction parameter treated as a variable in the refinements. φ is the acute
angle between the scattering vector (hkl) and a vector (HKL) defined by the operator
as the “preferred orientation” vector. These formulas are simple and they work in gen-
eral exceedingly well reducing the R-index significantly. Preferred orientation in its
general meaning of non-random distribution is observed to a small degree in practi-
cally all specimens used in powder diffraction (remember specimens, not samples!).
If the degree of preferred orientation is higher, like in minerals exhibiting cleavage
properties, like calcite, mica, etc. a more advanced formula has been proposed by
Dollase (1986) for specimens with considerable deviation from randomness of the
crystallites (Eq. 1.9c). This formula is based on a mathematical treatment discussed
by March (1932).

Icorr = Iobs(G2cos2φ + sin2φ / G)–3/2 (1.9c)

Preferred orientation is encountered especially in flat specimens using Bragg-
Brentano geometry, where the active volume of the specimen is small. The effect can
be minimized by spinning the specimen around the normal to the specimen plane or
by loose packing of the powder (see Sect. 3.5.2).

The effect of preferred orientation can be a serious problem in the application of
powder diffraction for conventional phase analysis based on the so-called Hanawaltwww.iran-mavad.com 
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index files based on the three (in modern programs five) largest peaks in the pattern.
It may easily lead even to failure of the analysis. Here progress is expected, and par-
tially is already present when using full pattern refinements of the multicomponent
pattern. On one hand, deviations in peak intensities are absorbed by considering the
complete structure patterns, on the other hand corrections for preferred orientation
can easily be included in the programs.

1.2.10
Line Broadening: Crystallite Size, Strain and Stress

Powder diffraction has almost unlimited possibilities. Diversified and wide spread
applications can be observed in the continuing number of specific programs written
by scientists with quite different objectives in mind. The key to most applications is
the analysis of the profiles. The key word is microstructure: Polycrystalline materials
invariably contain imperfections that modify the intensity of the Bragg reflections, and
more seriously also the peak shape. This departure from an ideal structure is known
as microstructure. The study of structural imperfections by means of powder diffrac-
tion, mostly by X-ray diffraction, is known as Line Profile Analysis. The main devia-
tions observed in the profiles come from very small particles and from strain and stress
in the sample. Since a powder diffraction pattern contains the complete information
about the sample: structure, crystallinity, strain, stress, and so on, it is possible to study
those effects from powder diffraction data. As a general rule the contribution of crys-
tallite size is approximated by a Lorentzian function of a width proportional to 1/cosΘ.
Strain broadening is covered by the Gaussian, which has a width proportional to tanΘ.

When the Rietveld method was extended to X-ray diffraction this has led in the
beginning to difficulties, because there was no general and easy way to use functions
to describe the observed profiles. For well behaved samples, e.g. of proper particle size
and free of strain, stress or stacking faults the Pseudo-Voigt function gives a good rep-
resentation of the profile and it is used today in most programs for Rietveld refine-
ments and also in the Two Stage method. It is easy to handle and easy to put into the
software. It remains however an approximation. The true function would be the real
Voigt function, a convolution of a Gaussian and a Lorentzian function rather than an
addition. A true Voigt function is needed therefore.

Microstructure affects the breadth and shape of the diffraction line profile. It may
also introduce a displacement from its ideal position. Line breadth and displacement
therefore has to be taken into account for a successful analysis. This requires exten-
sive profile fitting, which, if taken properly, will give the wanted information. The study
of microstructure in a more or less rudimentary form is as old as X-ray powder dif-
fraction itself. For example the determination of particle size is treated already by the
so-called Scherrer equation developed in the course of Scherrer’s Ph.D. thesis in
Göttingen in 1918.

DScherrer = Kλ / βcosΘ (1.10)

with β the integral breadth of the profile, and K a constant, for example K = 0.9 for
crystallites with cubic, i.e. equal shape. For more detailed determination of the crys-
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tallite sizes in different directions, for example elongated, the profiles of several re-
flections have to be analyzed preferable in the three directions by analyzing the re-
flections h00, 0k0, 0l0. The Scherrer equation gives a rough estimate of the broaden-
ing caused by crystallite size. For crystal structure analyses the crystallite size should
be significantly smaller than about 1 µm in order to avoid line broadening.

For example when Will et al. (1987b) measured fine grained Co3O4 they observed
considerable line broadening of about twice that of the standard silicon line breadth.
They analyzed the individual peaks and determined an average particle size t(hkl) from
the observed profile width BO(2Θ) in comparison to the silicon profile width of the
instrument BSi(2Θ) using the Scherrer equation

t(hkl) = 0.9λ / ((B2
O(2Θ) – B2

Si(2Θ))1/2cosΘ (1.11)

The size calculated was about the same for all reflections and averaged 235(47) Å
indicating the particles had the same dimension in all directions.

A microstructure analysis of line-broadening using synchrotron X-ray diffraction
data has been discussed by Huang et al. (1987). Using high resolution synchrotron ra-
diation makes it easy to determine crystalline sizes, microstrains and stacking fault
probabilities in materials. The material studied was polycrystalline palladium. War-
ren-Averbach analysis (Warren and Averbach 1950, 1952) was done with respect to the
three major crystal axis [111], [100] and [110].

The subject is treated in detail in the monograph “X-ray Diffraction Procedures for
Polycrystalline and Amorphous Materials” by Klug and Alexander. Since it requires
detailed analysis of the measured peak profiles, if possible of all peaks independently,
it is a subject for the Two Stage method rather than the Rietveld or Whole Powder
Pattern Modeling.

For a detailed analysis the peak profiles must be analyzed with a Voigt function.
Ahtee and his co-workers (Ahtee et al. 1984) introduced and incorporated the actual
Voigt function to describe reflection profiles. This function has sufficient flexibility
to separate the important parameters. The contribution of crystallite size and fault-
ing is Lorentzian, which reaches out far enough from the peak. They are approximated
by a Lorentzian of a width proportional to 1/cosΘ (Eq. 1.12a). Strain broadening is
covered by the Gaussian, which has a width proportional to tanΘ (Eq. 1.12b). Instru-
mental effects arise from geometrical and physical aberrations. According to Wilson
(1963) the primary effects on the width of a reflection are proportional to cotΘ. In
summary the full width at half maximum, FWHM, of the component functions of the
Voigtian can be written as:

(2w)Lorentz = XtanΘ + Y / cosΘ (1.12a)

(2w)Gauss = Iobs(Tcot2Θ + U tan2Θ + V tanΘ + W)1/2 (1.12b)

The real Voigt function has been used by Suortti et al. (1979) for the analysis of
powder diffraction profiles of Ni measured with X-rays and neutrons. In the outcome
they could show that in the neutron case the instrumental factors are dominant, while
the X-ray profiles are determined by the size and strain of the particles. As one con-
clusion it turned out that a profile analysis with a Voigt function can be successfullywww.iran-mavad.com 
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used only for a profile which can be completely resolved, that means for simple struc-
tures with only a few and well resolved reflections. To quote the authors: “in other words
the Voigtian refinement can be used only in cases where it is not needed”.

Both investigations by Ahtee (Ahtee et al. 1984) and by Suortti (Suortti et al. 1979)
are based on a separate fit of individual reflections. But it must be said that the Rietveld
method has in principle the potential to determine microstructural disorder param-
eters in polycrystalline materials. Lutterotti and Scardi (1990) have proposed a proce-
dure for simultaneous refinement of structural and disorder parameters. They included
crystallite size and shape and r.m.s. microstrain as fitting parameters, replacing the
well known formula of Cagliotti et al. (1958) for the angular dependence of the peak
width. Their method has been tested successfully for ZrO2, Zr0.82Ce0.18O2 and α-Al2O3.

Another, quite novel and unusual approach has been proposed and tested by Toraya
(1988). He uses a deconvolution procedure applicable to overlapping reflections. The
procedure is based on direct fitting of the calculated intensities to the observed ones.
The method of direct deconvolution has been developed by Paterson (1950). In con-
trast to other methods it requires no analytical expression. In this method the inte-
gral equation is replaced with a set of linear equations which are solved with the help
of the relaxation method. This method in its initial use is stable and applicable only to
the deconvolution of isolated peaks. Toraya has developed this new method for
deconvolution of overlapping reflections by the direct fitting of the observed and simu-
lated profiles. Then the Gauss-Newton method is adopted to solve the integral equa-
tion. The procedure has been applied to the deconvolution of overlapping reflections
from ytrria-stabilized ZrO2. The analysis gave the average crystallite size and micro-
strain successfully.

Honkimäki and Suortti (1992) have presented a procedure to derive crystallite size
and strain by total pattern fitting of energy dispersive powder diffraction data. Data
collect by energy dispersive methods, with synchrotron or laboratory X-rays, are usu-
ally analyzed in a more elaborate way. Honkimäki and Suortti tested an approach to
analyze such data. Difficulties arise for one part, because of unavoidable impurities in
the pattern, for the other part because of the background. Impurity peaks of the meas-
ured spectra were in this procedure removed before fitting the model. The background
coming from incoherent and coherent scattering have been treated by calculating the
incoherent part from theoretical cross sections. The coherent part is described as a
sum of discrete Bragg peaks and acoustic and optic-phonon thermal diffuse scatter-
ing is calculated from Debye and Einstein models, respectively. The method was ap-
plied to patterns of Mg, Al and Ti, all compounds with very simple structures and with
data available for calculating coherent and incoherent contributions. Summarizing,
the analysis gave very good results, however the procedure for fitting is tedious and it
must be doubted whether it is widely applicable.
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Chapter 2

2.1
The Rietveld Method

2.1.1
The Early Days of the Rietveld Method

Hugo Rietveld came from Australia to Petten in 1964. In Australia, at the HIFAR in Lucas
Heights, the overall emphasis was on single crystal diffraction, because at that time
powder methods were considered to be inferior to single crystal work. In Petten on
the other hand a new group had just been formed and engaged themselves in the con-
struction of a high resolution powder diffractometer. Consequently the emphasis here
was on powder diffraction. On the scientific side the main interest in Petten were ura-
nium compounds. The first structures to be studied were rather simple and of high
symmetry, with the result that the peaks were more or less well resolved and the pow-
der diffraction data were handled on the basis of single crystal data. Integrated inten-
sities could be obtained and conventional least squares refinement programs could
be applied.

When later the compounds became more complex and of lower symmetry the over-
lapping peaks became a severe problem. As a first step the scientist in Petten improved
the resolution of the neutron diffractometer by using a wavelength of 2.6 Å larger than
the usually used wavelength of 1.55 Å (and by eliminating higher order wavelengths).
For structure refinement the increase in resolution resulted in better defined patterns,
but not to such an extent that the peaks were completely resolved. The solution Rietveld
was thinking of, was to refine the structure by using not only individual Bragg reflec-
tions, but overlapping reflections as a whole. Only groups of reflections were used in
his first attempts, not the whole pattern. It worked well, but still extra information
contained in the profile was lost. The following step consequently was to separate the
overlapping peaks by fitting profile functions. In neutron diffraction the peaks are
highly Gaussian, and Rietveld used a Gaussian profile to separate and fit overlapping
peaks (Rietveld 1967). It worked well for his first, basically simple structures, but did
not work naturally for severe overlaps.

The next step consequently was to consider not just a group of overlapping peaks,
but the whole pattern. Rietveld thereby followed a completely new and from earlier
methods different approach: He said, why not take the complete diffraction pattern as
the experimental data set, take each step scan value y(i) as an observation in a least
squares calculation and compare them in a least squares procedure together for the
whole pattern. The mathematical basis therefore was the peak profile, and he called
his method “profile refinement” (Rietveld 1967, 1969).

The Rietveld Method
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Limitations were set by the computers available at that time. Despite the fact that
computers had entered crystallography in many respects, they were still to small to
handle problems of that size with up to several 1 000 observations. To consider using
individual intensities y(i) constituting a step-scanned diffraction peak as data seemed at
first completely unrealistic. However with the computers becoming bigger and faster al-
most every year Rietveld saw a real chance to promote his idea and to use the individual
intensities of the whole pattern, at least sections of it. The expression for refinement
in the least squares program was y(i) = Σw(i,k) S(k)2 where S is the crystallographic
structure factor and w a weighting factor. Background was not yet included in his first
refinement program and well resolved single peaks were included as such.

In Petten Rietveld began his career with structure analyses from powder diffrac-
tion data, collected with X-rays as well as with neutrons. The main compounds were
MUO4 with M = Ca, Sr and Ba (Rietveld 1966). The refinement was in essence conven-
tional The crystals were measured first with a conventional Philips X-ray powder
diffractometer and with a Guinier camera, then with neutrons in order to determine
oxygen positions. The X-ray patterns served to determine unit cells, symmetry and
the preliminary structural work. For the Ca-compound 43 well resolved peak intensities
of the Guinier data were taken to calculate a 3-dimensional Patterson synthesis yield-
ing positions for uranium and three calcium atoms. Three-dimensional Fourier maps
improved the positions. Refinement with those data, and also with the neutron data
did not lead to the expected results because the data suffered from severe overlaps. In
order to overcome this drawback the publication mentions that a least squares pro-
gram was specifically adapted to these special conditions to obtain intensities from
overlapping reflections. There is no mention of his general ideas of full pattern
refinement, but we may consider this approach as a forerunner of the Rietveld
method. For selected groups of peaks the function to be minimized was defined as
Σ(i) w(Σ(r) jF 2(obs) – Σ(r)jF 2(calc))2 with j the multiplicity of the reflections, w its
weight, Σ(r) the sum of the overlapping reflections which were treated as one inten-
sity. Σ(i) is the sum of all measured intensities. The special program used single well
resolved peaks as well as those overlapping reflections since the computer, the
Electrologica X1, then available in Petten, was not powerful enough to solve a least
squares problem of more than a very limited number of data and of parameters. This
paper was submitted to Acta Crystallographica in May 1965, one year before the IUCr
congress in Moscow.

A first mention of a full pattern refinement was in 1966 at the IUCr congress in
Moscow where he gave a first report on his method. “There was hardly any response”
(his own words). Moscow was focused on the fast growing field of single crystal struc-
ture analyses, especially, since G. Hauptmann had just received the Nobel Prize (to-
gether with Karle and Karle) for his direct method approach: “It is interesting, that a
mathematician receives the Nobel Prize in chemistry for his work in crystallography”
(Hauptmann’s own words in Moscow). Finally in 1967, one year after Moscow, a short
note appeared: “Line profiles of neutron powder-diffraction peaks for structure refine-
ment” (Rietveld 1967). It describes the much simpler problem of a “profile refinement”
technique, a forerunner to the actual full pattern Rietveld refinement following two
years later. To test the method the structure of WO3 was refined, which had been stud-
ied previously with X-rays (Loopstra and Boldrini 1966). This short note describes what
we call today the Rietveld refinement method.
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A full paper with the title “A Profile Refinement Method for Nuclear and Magnetic
Structures” was published in 1969. The inherent presence of overlapping reflections
generally prevents the full use of the available information of a powder diffraction
pattern to refine the structural parameters. For the full use the profiles of the peaks
have to be included. At that time computers were the limitations in Rietveld’s approach.
In order to limit the number of data, e.g. of observations in the least squares program,
several single peak intensities were replaced by a δ-peak with all y(i) in this area re-
placed by zeros except for one value made equal to the area of the Gaussian peak. It
worked very well. The observed diffraction pattern and its calculated profiles are shown
and they are very convincing. The achieved R-value is not given. This first version of
the program was written in machine language for the computer Electrologica X1. It
made the program difficult to use outside Petten. But it was his idea, which deserves
full recognition and which meant an enormous step forward. Also this distinguishes
his approach fundamentally from Will’s “Two Stage” approach a few years earlier.

The first full paper on the Rietveld method appeared by Rietveld in 1969 (Rietveld
1969). In this paper a comprehensive outline of his method is given discussing almost
all of the inherent problems of full pattern analysis: peak shape, peak width, asym-
metry, preferred orientation, the parameters and their refinement. At that time the
program was already written in ALGOL60, a computer language favored in Europe at
that time and more convenient than the original Electrologica machine language. This
structure refinement method does not use integrated (neutron) intensities, single or
overlapping, but employs directly the profile intensities obtained from step-scanning
measurement of the powder diagram. A number of structures had already been re-
fined with his new method and the paper lists 12 structures, all from neutron diffrac-
tion data, which had been successfully refined with his program. The authors were all
scientist from Petten. Detailed discussion is given for two examples, the nuclear struc-
tures of CaUO4 and of Sr2UO5. CaUO4 had been studied preciously (Loopstra and
Rietveld 1969) and served as a test for the full pattern refinement. The diffraction pat-
tern of CaUO4 shows hardly any overlap, and the structure had been refined success-
fully with integrated intensities. The fit between observed and calculated patterns
shows an almost perfect fit and it demonstrates the power of this method. The profile,
e.g. the peak shape was taken as Gaussian. The second example of Sr2UO5 is a pattern
with severe overlaps. At higher angles up to ten reflections may contribute to one pro-
file intensity. Again the agreement between observed and calculated intensities y(i) is
convincingly good. These two examples demonstrated the potential of the method for
refining crystal structures from powder diffraction patterns.

The conclusion to be drawn from these two examples is, that the inherent drawbacks
of the powder method, i.e. the loss of information as a result of overlap, can be effectively
overcome by Rietveld’s method, and powder diffraction can obviously compete with sin-
gle crystal methods, at least in principle. These first applications were based on neu-
tron diffraction data with it convenient and easy to program Gaussian peak shape. But
Rietveld realized already at that stage, that the method could just as well be applied with
X-ray diffraction data if a satisfactory function could be found to describe the peak pro-
files. “Due to the lack of an actual problem, I did not pursue it any further” (his own words).

We may say, that the breakthrough of this method came in 1978 at the congress of
the IUCr in Warsaw. Following the main congress a satellite meeting was organized in
Krakow, devoted especially to powder diffraction. It was then suggested by Ray Young
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that this method, generally known as “full pattern refinement” should in future be
called “Rietveld refinement”. A full acceptance followed at an international workshop
on the Rietveld method held in 1989 in Petten.

Already in 1989 the program was available in the general accepted language
FORTRAN IV. This was the basis for the final acceptance of his program and method.
When Cheetham and Taylor (1977) published a comprehensive description of the
Rietveld method in 1977 referring to neutron diffraction data, basically meant for chem-
ist, they give a list of about 172 structures refined this way with neutron diffraction
data. At that time the program was mainly used to refine structures from data obtained
by fixed wave length neutron diffraction. After 1977 the method was extended by a
number of scientist to X-ray data and was finally generally accepted. Today a consid-
erable number of versions of the “Rietveld program” are in use with quite different
aspects including lately even the use in quantitative analysis.

A word of caution:

i to the nomenclature: The Rietveld method is a least squares refinement procedure
where the experimental step-scanned values are adapted to calculated ones. The
profiles are considered to be known, and a model for a crystal structure available.
With years and the steadily improving of the programs the number of parameters
to be refined has been increased dramatically. In some versions profile parameters
are included. However we must keep in mind, the Rietveld procedure still is a re-
finement of structural, and sometimes instrumental and profile parameters. This is
different from the Two Stage method, where the profile, and the instrumental pa-
rameters are determined and refined at the beginning of a study, and then kept con-
stant during structure refinement.

ii to the temperature factor: The reliability with which temperature factors can be de-
termined is debatable. Temperature factors are especially sensitive to high angle data,
and for this reason neutron diffraction is in general more reliable than X-rays, where
the patterns are hampered by the fast fall-off due to the scattering form factors with
angle, and more over are strongly influenced by bonding features. The inclusion of
anisotropic temperature factors, as it is provided in most Rietveld program versions,
adds to the list of parameters and consequently reduces the R-values, but give hardly
a description of the thermal movement of the atoms.

iii to the R-indices: The profile R-index rarely falls to the value expected on the basis of
counting statistics. The primary causes of this are errors in the background estima-
tion and the deficiencies of the assumed peak shapes. As a result it is often difficult
to know when the refinement procedure is really complete. It is recommended to
calculate difference maps and to take deviations serious. Also a difference map serves
the purpose of a reliable refinement better than numerical R-values, which are dis-
cussed in many papers on several formulas.

2.1.2
The Method

The Rietveld method is a complex minimization procedure. It is not an active tool for
ab initio crystal structure analysis. It can only slightly modify a preconceived model
built on external previous knowledge. The starting parameters for such a model mustwww.iran-mavad.com 
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be reasonable close to the final values. More over, the sequence into which the differ-
ent parameters are being refined needs to be carefully studied. This is discussed in
detail in Sect. 2.1.5. The Rietveld method is a structure refinement procedure. It uses
step intensity data y(i), whereby each data point is treated as an observation.

The idea behind the Rietveld method is to consider the entire powder diffraction
pattern using a variety of refinable parameters. That way the intrinsic problem of any
powder diffraction pattern with its systematic and accidental peak overlaps is over-
come. It is the intention to extract as much information as possible from a powder
pattern. At the beginning this was restricted to atomic positions from neutron diffrac-
tion patterns (Rietveld 1967). The first full publication has the title “A Profile Refine-
ment Method for Nuclear and Magnetic Structures” (Rietveld 1969). There he describes
a structure refinement method (and program) which is not based on integrated
intensities, as is done in single crystal structure refinements. His program employs
directly the individual intensities y(i) at each 2Θ value obtained from step-scanning
measurements of powder diffraction patterns. This was a novel and unusual approach.
Rietveld considered such an approach and such a program since investigations based
on powder methods had gained new importance, especially in neutron diffraction,
owing to the general lack of large specimens for single crystal methods.

Diffraction of a polycrystalline sample, with neutrons or X-rays, reduces the three-
dimensional reciprocal lattice to a one-dimensional diagram. As a consequence such
patterns suffer from overlapping peaks, sometimes accidental due to a lack of resolu-
tion, sometimes intrinsic in patterns for samples with cubic or trigonal symmetry.
Especially at higher diffraction angles, in low symmetry structures or when large unit
cells are involved this is a serious problem. It is inevitable that certain information is
lost. By using the step-scanned profile intensities instead of integrated intensities in
the refinement procedure this difficulty can be overcome to a great extent allowing at
the same time the extraction of a maximum amount of information. Rietveld’s ap-
proach is based on the complete diffraction pattern, including background. The method
is called originally “full pattern refinement”. Since the IUCr satellite meeting on pow-
der diffraction in Krakow, Poland, in 1978 terms like “Rietveld refinement”, “Rietveld
method” or “Rietveld analysis” were suggested. Rietveld method is generally and widely
used today and extended to more and more fields of analysis based on diffraction, like
phase analysis or texture analysis. This approach is fundamentally different from the
Two Stage method based on POWLS, which was written with the same scientific back-
ground in the early sixties before the Rietveld program became known. POWLS re-
quires intensities, as peak maxima or as integrated intensities. Later in the eighties
the Two Stage method was extended by adding as a first step profile fitting resulting
in a complete separation of the diffraction peaks. This step yields reliable integrated
intensities comparable to single crystal data, and this makes this method more gen-
eral and closer to single crystal analyses. This method consequently is called today
the “Two Stage method”.

There is much more information hidden in a powder pattern than just atomic po-
sitions, site occupancies and Debye-Waller factors. To name a few: lattice parameters
and space group can be deduced and refined from the peak positions of the reflec-
tions; the amorphous fraction in the specimen or local order/disorder can be deduced
from the background; particle size, strain/stress and domain size in the sample from
analyzing the broadening of the peaks, FWHM, and in the recent developments quali-www.iran-mavad.com 
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tative and quantitative phase analysis. Special version have been written and numer-
ous versions of the program are available today.

To understand the Rietveld method, or any method based on powder diffraction
data several inherent properties and problems have to be discussed:

i Peak shape
ii Peak width (FWHM, full width at half maximum)
iii Preferred orientation
iv Method of calculation

Peak Shape

The measured profile of a single, well resolved powder diffraction peak is dependent
on two intrinsic parameters: (i) An instrumental parameter including the spectral
distribution, i.e. the monochromatic mosaic distribution, and the transmission func-
tion determined by the (Soller) slits, and (ii) the sample contribution based on the
crystal structure and the crystallinity of the sample. While these contributions can have
a form not necessarily Gaussian, it is an empirical fact that their convolution produces
in neutron diffraction patterns almost exactly a Gaussian peak shape. This is differ-
ent in X-ray diffraction, where especially the instrumental contributions lead to rather
complicated peak profiles. A number of profiles have been suggested and tested in the
past and some are still preferred by most scientists. The majority however just uses
the so-called Pseudo-Voigt function, the summation of a Lorentzian and Gaussian
function with adjustable contributions, e.g. parameter η. (The real Voigt function is
the convolution of these two functions). Often this Pseudo-Voigt function is split in a
left hand side and a right hand side of a diffraction peak to accommodate asymme-
tries in the diffraction peaks.

The Peak Width

The width of the diffraction peaks is the second important parameter and variable
when describing a diffraction pattern. The peak width, described as “full width at half
maximum”, FWHM, is in general a function of the diffraction angle 2Θ. Cagliotti has
studied the angle dependence of FWHM for neutron diffraction (Cagliotti et al. 1958).
They have given a formula to describe this angular dependence.

(FWHM)k = U tan2θk + V tanθk + W (2.1)

with U, V and W adjustable parameters. This simple formula describes adequately the
experimentally observed variation of half width with scattering angle. Today it is also
used for X-ray and synchrotron diffraction patterns. The parameters are refinable
quantities in Rietveld’s least squares calculations. The initial and approximate start-
ing values are found at the beginning of an experimental cycle by measuring FWHM
in a standard sample with individual single peaks. These values are unchanged as long
as the experimental setup is unchanged and if there is no line broadening coming from
the crystallites. www.iran-mavad.com 
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Preferred Orientation Correction

Preferred orientation is always a problem when dealing with polycrystalline samples.
It was already recognized by Rietveld and incorporated in his first programs. It is dis-
cussed in detail in Sects. 1.2.9 and 3.4.6.

Method of Calculation

For Rietveld refinements the data must be in digital form. This is common today with
the usual quantum detectors, with energy dispersive detectors and even with (digitiz-
ing) micro-densitometers. The basis for the refinement are the numerical intensity
values yi at each of several thousand equal steps along the scattering angle 2Θ, with
increments ∆(2Θ). Typical step sizes range from 0.01 to 0.05°, in some cases (with syn-
chrotron radiation) even to 0.001° with the consequence of course of long counting
times. The best fit sought is the best least squares fit to all of the thousands of yi si-
multaneously. The quantity minimized therefore is in general terms

(2.2)

with wi the weight of each observation point, yi(obs) and yi(calc) the observed and
from a model calculated intensities at each step. The sum i is over all data points. Back-
ground is assumed to be subtracted.

Using the Rietveld programs needs experience despite its simple approach and its
advertised ease in using it. The least squares calculation contains a considerable
number of parameters, actual too many to refine at one time. They are often affected
by considerable correlations. A bloc refinement, e.g. a separate refinement of groups
of parameters is advised.

The main parameters in today’s programs can be divided into three groups:
The first group defines basic experimental parameters: the profile parameters,
the halfwidths, possible asymmetries of the diffraction peaks and a zero point
adjustment:

U, V, W Halfwidths parameters (Eq. 2.1)
Z Counter zeropoint
P Asymmetry parameter

The second group contains the unit cell parameters, and the crystallographic
symmetry, especially space group. The unit cell parameters are with its general defi-
nition:

A, B, C, D, E, F with 1 / d2 = Ah2 + Bk2 + Cl2 + Dkl + Ehl + Fhl
G Preferred orientation parameter

Finally the third group contains the actual structural parameters:www.iran-mavad.com 
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c Overall scale factor with y(calc) = cy(obs)
Q Overall isotropic Debye-Waller parameter (this value is not needed

and seldom used; it is consumed in the individual atomic Debye-Waller
factors

xj, yj, zj Fractional positional coordinates of the jth atom in the asymmetric
unit

Bj Atomic (isotropic) Debye-Waller factors (anisotropic parameters
can, and have been included)

nj Occupation number of each crystallographic site

with j the jth atom in the asymmetric unit. In the least squares refinement the prob-
lem is not linear in the parameters, in Rietveld programs as well as in POWLS, there-
fore approximate values for all parameters are required for the first refinement cycle.
In subsequent refinement cycles these parameters are refined until a certain conver-
gence criterion is reached, or the refinement is stopped by the operator.

Background

The background is a crucial point in the refinement. Equation 2.2 assumes that the
background has been subtracted. Background becomes more and more important since
more and more specimens have high background or contain amorphous material, whose
scattering shows up in the background. In practice it is often difficult to define the
background in the diagram. The background is mostly defined by footing marks be-
tween the diffraction peaks, where no contribution occurs from the specimen. Since
the peaks are often not well separated it becomes difficult or ambiguous to set such
footing marks. Nevertheless in most programs background is included as one or sev-
eral extra parameters. But the question remains, what about amorphous contributions.

2.1.3
Rietveld Refinement with X-Ray Powder Diffraction Data

Rietveld’s own work was on neutron diffraction data. He did foresee the application
also for X-ray patterns, but he never applied it “due to the lack of an actual problem”.
The method found its way into X-ray diffraction much later and quite slowly. Today
this has changed. The method finds its main use and success in X-ray work, especially
with data collected at synchrotrons. Young et al. summarize it in 1977 (Young et al. 1977).
The reason why scientists hesitated for a long time to apply the method to X-ray pat-
terns were the considerable more complex profiles in X-ray patterns, especially when
collected with sealed X-ray tubes in the laboratory. These profiles are quite different
from the simple Gaussian profiles in neutron diffraction. Also in X-ray patterns the
profiles vary strongly with scattering angle in a way quite different and much more com-
plicated than in neutron diffraction patterns, where the variation of halfwidth with angle
can be described by a simple formula as determined by Cagliotti (Cagliotti et al. 1958).

The difficulties in X-ray patterns are several: The scattering of X-rays is by the elec-
trons and is governed by angle dependant atomic scattering factors, including anoma-
lous dispersion. The data are further affected by the Lorentz and polarization factors,www.iran-mavad.com 
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which become even more complicated if monochromators are used in the primary
beam. Often absorption corrections are necessary, and the alpha doublet has to be
handled. These factors are basically non-existent in neutron diffraction. A great step
forward came, when synchrotron radiation became available on a broader basis with
its strictly single monochromatic radiation and a nearly 100% polarization of the beam
in the accelerator plane.

The main obstacle are the profiles of the peaks. A number of profiles have been used
by scientists and incorporated in the programs. In Sect. 1.2.5, and Table 1.5, the differ-
ent profile functions are discussed. Today the Pseudo-Voigt function, a partial addi-
tion of a Gaussian and a Lorentzian function, is the most common function used. As
mentioned the profile is highly dependant on the scattering angle with an angle de-
pendent splitting of the α(1)/α(2) contributions when using sealed tubes in labora-
tory experiments. This leads to a significant splitting and even a total separation of
the two components, which can be clearly seen at higher angles. Successful works to
overcome this problem and to handle the splitting are found for the first time in pa-
pers by Huang and Parrish (Huang and Parrish 1975) and by Parrish and his co-work-
ers (Parrish et al. 1976).

Background in X-ray diffraction patterns is another serious problem. There are
angle dependant contributions to the background coming from fluorescence and air
scattering and leading to a non-uniform background. Amorphous contents in the sam-
ple give further non-uniform contributions to the background. Therefore background
must be dealt with carefully before a successful refinement. The general procedure
today is to set footing marks between the peaks and use those to calculate or subtract
the background. This may become difficult and very often it cannot be determined
straight forward, especially if the peaks are too close to each other with considerable
overlap, for example if larger unit cells or lower symmetries are dominating. This leaves
little unambiguous background between the peaks.

Wiles and Young (1981) have written ab initio a new Rietveld refinement program,
DBW3.2, which is generally used today. Since Rietveld refinements are used today pre-
dominantly with X-ray or synchrotron data, this program shall be described briefly:
The program has been written in FORTRAN IV and contains about 5 000 FORTRAN
statements. For convenience it has, just like POWLS, built-in a direct applicability with
all space groups and scattering factors for all elements, either numerical or as coeffi-
cients of an exponential description, plus anomalous scattering corrections and also
nuclear scattering lengths when used with date from thermal neutron scattering. The
space group is entered with the standard space group symbol from the International
Tables of Crystallography. The program then generates the multiplicities.

The quantity minimized is

(2.3)

with w the weight given by

w i
–1= σ i

2 = σ 2
ig + σ2

ib (2.4)www.iran-mavad.com 
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with σig the standard deviation, normally based on counting statistics, and σib for the
background at the ith step. The yi(calc) values are the intensity contributions calcu-
lated by the usual crystallographic formulas for structure factors F(hkl) and intensi-
ties including Lorentz and polarization factors and also a factor P or G to correct for
preferred orientation. Background may be included or subtracted before the refine-
ment. Several profile functions are contained in the program.

The parameters that can be adjusted in the least squares refinement, in principle
simultaneously, include:

� Lattice parameters (a, b, c, α, β, γ)
� Atomic positions (x, y, z)
� Atomic site occupancies
� Atomic thermal vibrational parameters, isotropic or anisotropic
� Profile including U, V, W from the Cagliotti formula and asymmetry
� Preferred orientation
� Background function
� 2Θ-zero correction
� Overall scale factor
� Overall isotropic thermal B

As input information the program requires:

� Initial values of all variable parameters (listed above)
� Step-scan data in equal increments 2Θ
� 2Θ limits, starting and ending values of 2Θ, and regions which shall be excluded in

the data
� Wavelength data

Some examples are given in Sect. 1.2.6. The structures listed were refined with
Rietveld programs after refineable models had been determined by other conventional
crystallographic methods. One specific example, synthetic hercynite, FeAl2O4, a min-
eral, shall be mentioned here, because the structure was solved directly from the
X-ray powder diffraction data with the Rietveld procedure without pattern decompo-
sition (Hill 1984). Hercynite crystallizes with the spinel structure, which could be used
as input for a model structure. The structure has only three positional parameters. A
flexible profile shape of the Pseudo-Voigt type was used with 33.7 to 99.8% Lorentzian
character as 2Θ increased. The structure refinements were undertaken with the full-
profile Rietveld-type program DBW3.2 (Rietveld 1969; Wiles and Young 1981). Such
examples of direct Rietveld refinement are especially useful in solid state chemistry,
where a series of compounds is synthesized with structures known from similar com-
pounds, and where starting parameters can be safely guessed from experience.

In a comparison of different profile shape functions by Young and Wiles (1982) it
could be shown, that positional parameters are generally not affected significantly by
the choice of the function used. Thermal parameters however often were and they are
all together not reliable quantities for description of thermal motions of atoms in the
unit cell. The overall best criteria for the fit are difference plots between observed and
calculated data.
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Criteria for a successful refinement are the following:

� A difference plot yi(obs) – yi(calc)
� No maximum deviation at any point in the difference plot
� A low R-index Rwp for the profile fit
� The R-index RB (B for Bragg) for the agreement of integrated peak values (The val-

ues I(obs) are calculated on the basis of the calculated ones and are therefore not
directly comparable to single crystal R-indices)

� Structural parameters and their standard deviations (if possible in comparison to
similar single crystal results)

R-indices in general are of limited values in judging the results obtained. Powder
diffraction data are not directly comparable to single crystal data, but the R-indices
used are close to the single crystal structure R-value. Also the standard deviations σ
cannot be taken at face value.

Of the several R-indices used to check on the quality of the refinement Rwp is sta-
tistically the most meaningful indicator since the numerator is the residual that is
minimized in the least squares procedure. Any R-index presented is meaningful only
if the background has been subtracted. This deserves a word of caution. The influ-
ence of background on R-values has been discussed by Jansen E. et al. (1994a) (see also
Sect. 3.7.1). The contribution of a high background enters the denumerator and thus
will greatly affect the R-indices, e.g. lower the numbers.

RB, the so-called Bragg R-index, implies a comparison of integrated intensities
similar to single crystal refinements. In a Rietveld refinement there are no real inte-
grated intensities and RB is based on somewhat fictitious observed intensities. It is
calculated by allocating the actual observed (step scanned) intensities yi(obs) to
Bragg intensities on the basis of the calculated intensities. Nevertheless it is a useful
indicator.

All R-indices are greatly affected, if the crystallites are not ideally “imperfect”, e.g. if
they are affected by crystallite size and/or microstrain problems. Crystallite-size shows
up in line broadening and produces intrinsic contributions to the Lorentz profile.
Microstrain on the other side produce Gaussian shaped profiles. Such contributions
will show up in general in the difference plots. Very general the R-indices as quanti-
ties for fit and accuracy must be taken with care. One might assign in such cases some
significance to η in the Pseudo-Voigt formula, particularly to its angular dependence.
This is a good reason to include η as a parameter in the refinement.

2.1.4
Critical Assessment of the Rietveld Method

Structure analysis and structure refinement with powder diffraction data is a true al-
ternative to single crystal measurements, but it is also a challenge. How reliable and
how good are the structural data derived from powder data in general and also in com-
parison with single crystal studies. How good are results gained from full pattern re-
finements in comparison to profile decomposition analysis. These questions concern
primarily positional parameters and their standard deviations, and to a lesser degree
the Debye-Waller factors. www.iran-mavad.com 
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The Profile Refinement Method (Rietveld Method)

The profile refinement method, or full pattern analysis, is extensively used today. If
the peaks in a diffraction pattern are resolved it is the logical way to determine the
structural parameters by conventional refinement directly from the integrated inten-
sities of the separated peaks derived by pattern decomposition or other integration
means. This way can, and has been used also if a small number of overlapping peaks
occur, then for example also by considering a group of overlapping peaks as a single
observation. If the number of overlapping peaks is large the advantage of profile re-
finement, e.g. Rietveld refinement is clear.

In this case each point on the profile is considered as a single observation yi which
may contain contributions from different Bragg peaks. And here come the problems.
The power of a profile total pattern refinement in the analysis of a fairly complex pat-
tern has been, and still is judged primarily by the values of standard deviations as-
signed to the structural parameters. The quantity to be minimized in the least squares
refinement is

(2.5)

Here each point is regarded as a separate observation with its own statistical uncer-
tainty and its own weight in the least squares refinement. wi is the weight of each sepa-
rate step observation, which should be based on the background corrected intensity
yi. Σk is the sum over different Bragg peaks, K is the scale factor and G represents the
profile function centered at 2Θk.

The Rietveld refinement method has been used in the beginning mainly to the analy-
sis of neutron diffraction powder patterns. Here the profiles are basically Gaussian
and no serious problems are encountered. For X-ray data with the much more com-
plicated profile description the question was asked correctly do the profile functions
have influence on the resulting parameters. The formula (Eq. 2.5) assumes that the
intrinsic diffraction profile G of the crystallites is independent of structural param-
eters. This is valid for most materials. It may however not necessarily be valid if in-
trinsic line broadening is significant, for example with small particles or with inter-
nal strain in the particles.

Validity of Estimated Standard Deviations

There is a fundamental difference between the two methods. In the Rietveld refine-
ment a least squares fitting is applied to a great number of individual measurements
whereas in integrated intensity refinements it is applied only to the integrated mea-
surements of separated peaks, a limited number. This results in a large difference of
“observations” when e.s.d. and R-indices are calculated. Here the “number of obser-
vations” enter the calculation. It is a strong believe that the estimated standard devia-
tions σ of the refined parameters provided by Rietveld programs are invalid.

In the Rietveld refinement each observation is assigned a statistical weight

wi = 1 / (σ2(yi) + σ2(Bi)) (2.6)www.iran-mavad.com 
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where σ2 is the variance of the appropriate quantity. Since Bi (B for background) is
obtained by graphical means its variance is not known and it is often set arbitrarily to
zero. This then gives

wi = 1 / yi (2.7)

The omission of the variance of the background results in an overestimation of the
weight, which does not occur in a corresponding single crystal, or single peak analy-
sis, where the background is usually well determined. To consider this deficiency re-
searchers sometimes include a constant value C, for example C = 100, into the weight
of each intensity:

wi = 1 / ( yi + C) (2.8)

The controversy of the correctness of the standard deviation was addressed by
Sakata and Cooper (1979) and later again by Cooper in 1983 (Cooper 1983). The Rietveld
method follows the practice of most crystallographic least squares analysis methods
in minimizing the sum of squares of the residuals derived from the observed inten-
sity for each individual measurement. In Rietveld refinements the observed quanti-
ties are then the step-scan intensities yi with innumerable more “observations” than
there are actually available.

The standard deviations σi of a parameter xi is given in the least squares refine-
ment by

σi
2 = Aii

–1M / (N – P) (2.9)

where Aii
–1 is the diagonal element of the inverse normal matrix corresponding to the

ith parameter, M is the quantity minimized, N the number of statistically indepen-
dent observations and P the number of independently varied parameters.

Powder refinements are usually, almost necessarily, not as good as single crystal
refinements because individual reflections are not observed. The definition of the
number of data points being the number of observations is artificial in the Rietveld
method, because they can be varied at will from zero to infinity by varying the step
size. The e.s.d. become zero at infinity. In single crystal data the observations are the
intensities of each reflection (hkl). The estimated standard deviation of the refined
parameters in these cases are calculated using the standard expression involving the
diagonal elements of the inverse normal matrix.

Comparison with Pattern Decomposition Data

The differences between Rietveld refinement and integrated intensity refinement
methods are not well understood. Since the peak shape can be assumed to be well
defined it is reasonable, it is necessary, that the two methods give the same structural
values. However because of the weighting scheme adopted in the profile analysis
method the values of the structural parameters will not necessarily be the same as
those obtained from integrated or single crystal intensity measurements. It is there-
fore not obvious that these quantities can be compared directly with correspondingwww.iran-mavad.com 

مرجع دانشجویان و مهندسین مواد



54 CHAPTER 2  ·  The Rietveld Method

quantities from conventional single crystal data. Comparative studies are necessary
and several can be found in the literature.

Taylor (1987) has presented already in 1987 a comparison of Rietveld refinement
vs. profile decomposition in some detail. In one compound X-ray powder data for
H+-ZSM5, a zeolite, are compared to single crystal diffraction data. From the powder
diffraction pattern individual intensities and structure factors for each reflection were
extracted by a point-by-point decomposition of the profiles for each (hkl) reflection
by the Rietveld (1969) decomposition formula. Ninety-two integrated intensity values
were obtained. These data were refined with a conventional single crystal least squares
program. It was noticed that the e.s.d. of the Si and O atoms were several times smaller
than those obtained by Rietveld or single crystal analysis.

A second comparison (Taylor 1987) concerned three compounds measured by neu-
tron diffraction: cubic K2NiF6, second a moderately overlapped pattern of monoclinic
UI4, and thirdly a very overlapped triclinic MoOCl4. These three compounds were re-
fined both by the two-stage profile decomposition method and by Rietveld refinement.
Statistical weights were used for the Rietveld refinement, unit weights for the two-stage
refinements.

The comparison shows that the structural parameter errors became less for the
decomposition refinement as the overlap in the pattern increases. The two methods
are fundamentally different in the case of the structural parameters. The pattern de-
composition yields intensity values which resemble single crystal data, and should not
be completely artificial if the decomposition process is effective. The results should
approach the single crystal data set. The Rietveld data are based on a set of step-scan
observations, which is quite removed from a single crystal data set. Also, and much
more serious, the number of observations for Rietveld refinement is arbitrary, as the
step-width is variable. On the other hand, the number of observations in pattern de-
composed refinement is fixed at the (hkl) population. Therefore, if the decomposition
yields good integrated intensities these can be properly weighted and there may be
consequently an advantage in the decomposition method because of the better data
distribution.

Comparison with Single Crystal Data

There are also reports on the comparison of Rietveld refinements with single crystal
data. One such comparison has already been mentioned in Sect. 1.2.5, where Hill and
Howard compared three compounds measured with neutron diffraction with single
crystal data.

A direct and very detailed comparison has been published by Bernard et al. (1991b).
They investigated Cd5(OH)8(NO3)2 · 2H2O, a rather complex compound. The powder
diffraction data were collected on a Siemens D5000 powder diffractometer operating
with strictly monochromatic copper Kα1 radiation. The diffraction pattern was de-
composed into its Bragg reflections with the Siemens DIFFRAC-AT software using a
Pseudo-Voigt function. The shape factor was η = 0.98 indicating a strong Lorentzian
character of the line shape. From the precise powder data the automatic indexing pro-
gram DICVOL gave the lattice parameters.
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The structure was determined from a 3-dimensional Patterson map using 96 unam-
biguously indexed reflections from the powder data set. Twenty-three unobserved, but
space group allowed reflections with small, but non-zero intensity were included in the
calculation of the Patterson map. Those 23 reflections are meaningless in a Patterson
(or any Fourier) calculation, since they will contribute zero, e.g. only noise to the map.
This is different of course in the least squares refinement, where zero observations are
valuable information and must lead to zero values in the calculation. With follow-up
least squares and Fourier calculations the complete structure could be determined. The
approximate atomic positions were then used for a least squares structure refinement by
the Rietveld method using the program DBW3.2S. The refinement used 444 powder
reflections. It included 40 parameters, 19 atomic coordinates, 5 isotropic temperature fac-
tors, the scale factor, 4 cell parameters, a zero-point parameter, an asymmetry param-
eter and 6 parameters to define the functional dependence of the background. The refine-
ment resulted in a only partly satisfactory R-index value of RB = 0.083 (B for Bragg), and a
profile  value Rp = 0.093 and Rwp = 0.116. It should be mentioned, that the powder diffrac-
tion data for this study were collected in the laboratory with a standard diffractometer.

With a = 18.931 Å, b = 6.858 Å, c = 5.931 Å and β = 94.85°, monoclinic symmetry and
space group C2/m the structure is rather complex. It results in a heavily crowded pow-
der diffraction pattern. The final difference plot shown in the publication is fairly good,
but it must also be realized that the measured data beyond 2Θ > 60° disappear in the
background and can hardly be made responsible for a contribution to the refinement.

The single crystal data were collected on a Enraf-Nonius CAD-4 diffractometer. A
total of 2 504 independent reflections were collected, from which 2 218 were larger than
3σ(I). 444 reflections corresponded to the same sinΘ/λ limit as in the powder case
and those were used in the comparative refinement.

Overall we must consider these studies a success. Crystal structure analysis with
powder diffraction data is certainly a useful way out if single crystal are not available.
This last example is in particular worth mentioning since this study showed the abil-
ity to solve crystal structures with more than moderate complexity with powder dif-
fraction technique. The result reveals a remarkably well agreement with the single crys-
tal data; the parameters, unit cell as well as atomic positional parameters between pow-
der and single crystal data are in very good agreement. The precision of the positional
parameters is lower by a factor of about 10 on average in the powder study. This has
been observed, and discussed, in a number of similar studies and several authors have
observed a similar trend in comparative studies (see for example Attfield at al. 1986).
It may be asked whether the precision quoted in Rietveld refinements using powder
diffraction data are really meaningful. The resulting atomic parameters certainly serve
their purpose and are sufficient for normal and most purposes.

In one further study a comparison was made with Fourier maps calculated from
single crystal data and with structure factors from powder diffraction derived by pat-
tern decomposition (Will et al. 1988b). This study is not directly an assessment of the
Rietveld method, but nevertheless it proves the power of powder diffraction. In this
investigation electron density sections have been compared directly with electron
density maps calculated from high precision single crystal data. The result is discussed
in more detail later in this monograph in Sect. 3.10.1.
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Comparison of the Rietveld Method with the Two Stage Method

Both methods are based on powder diffraction data. They use a different approach to
determine crystal structure parameters. In the end both ways should give the same
results. A detailed comparison has been presented in a paper by Will et al. (1983a). The
merits of the Rietveld method are well known and are very successful in straight for-
ward and conventional structure refinements, when a structural model and the unit
cell and symmetry is approximately known.

The Two Stage method on the other hand is superior to total pattern methods if we
have unconventional diffraction techniques, high pressure research with, for exam-
ple, large amounts of contaminating peaks, or in the study of magnetic structures. In
this publication the two methods are compared (i) for a simple compounds, quartz,
measured with synchrotron radiation, and (ii) for several more complicated neutron
diffraction data.

For quartz two data sets were available, with λ = 1.0020 and 1.2823 Å, both meas-
ured with synchrotron radiation. The background was close to zero. Both data sets
were analyzed with the Rietveld method and with the Two Stage method using FULFIT
for extracting integrated intensities and POWLS for structural refinement. There
was no significant difference in the results obtained by the two methods. The results
were in both cases in excellent agreement with single crystal data (Levien et al. 1980).
The standard deviations from the powder data are about three times larger than
the ones from the single crystal data. Rietveld and POWLS resulted in about the
same e.s.d. Figure 2.1 depicts selected parts of a quartz pattern for λ = 1.0020 Å
including the profile refinements using FULFIT (above) and the Rietveld routine
(below).

A second set of comparison was made with neutron diffraction data, for Li2CuO2,
UFe4Al8, ThFe4Al8, and TbNiC2. Because of the Gaussian peak shape the Rietveld rou-
tine works extremely well and is to be in such simple cases to be preferred to pattern
decomposition. Also here some patterns had severe peak overlaps, and in such cases
the Rietveld method is much easier – and faster – to use.

The situation is different if magnetic structures, especially incommensurate mag-
netic structures have to be analyzed In such extreme cases only a Two Stage approach
will lead to meaningful results. Examples are discussed in Sect. 3.7.3.

2.1.5
Guidelines for Rietveld Refinement

Structural refinement using the whole pattern or Rietveld method is a powerful tech-
nique for extracting structural details from powder diffraction data. With present
methods structures up to 200 structural parameters can be refined successfully, if care
is taken, and if the data are of sufficient high quality. It is, however not a straight for-
ward simple way, especially for a scientist not familiar with this technique. On the other
hand for the experienced scientist it is certainly useful and fairly easy to use. Never-
theless certain pitfalls must be avoided.

Rietveld programs today are sophisticated and highly automated and are claimed
to be very “user friendly”. This relates the impression that it is easy to use them and in
a straight forward procedure to determine and refine a crystal structure from powderwww.iran-mavad.com 
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diffraction data: Take a diffraction diagram, feed the data into a Rietveld program, and
that is it. In reality crystal structure analysis based on powder diffraction data needs
experience and detailed and deep knowledge in crystallography. The Rietveld pro-

Fig. 2.1. Selected parts of a quartz pattern for λ = 1.0020 Å including the profile refinements using
FULFIT (top) and the Rietveld routine (bottom)
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grams offer many, too many variables for refinement which, if refined simultaneously,
may and often do suffer from strong correlations of the parameters resulting in unac-
ceptable values and erroneous standard deviations. Especially the R-indices given by
the programs are very often a source of wrong confidence. They must be looked at
carefully. The whole refinement is heavily dependent upon the experience of the user,
where crystallographic background and knowledge are certainly needed. This guide-
lines should help. It can be separated into several parts (For a detailed compilation of
guidelines see McCusker et al. 1999).

Data Collection

It is essential that the powder diffraction data be collected appropriately and with an
accuracy as high as possible. This concerns both the instrument and the specimen.
Prior to data collection the geometry of the instrument and the quality of the align-
ment must be checked. The 2Θ scale should be carefully calibrated using several peaks
from a standard sample. This is important in Rietveld refinements since the lattice
parameters are included in the course of the structure refinement. Radiation and wave-
length suitable for the experiment must be selected carefully, for example if the sample
contains elements with the wavelength near an absorption edge.

Background is an important feature in the analysis of powder diffraction data by
Rietveld full pattern refinement. Special attention should be taken to the background.
It should be as low as possible, which can be achieved for example by a special speci-
men holder, like a Si(511) single crystal, evacuated beam path, a crystal analyzer
mounted in the diffraction path between specimen and detector, etc.

Specimen preparation is another most crucial point in every diffraction experiment.
Particle size, specimen thickness and “preferred orientation” are common errors. A
specimen with inappropriate particle size may ruin the whole experiment and espe-
cially the ensuing refinement. Careless packing and hard pressing the specimen into
a flat container may result in so-called “preferred orientation”, better in a none-statis-
tical distribution of the crystallites. This effect becomes even more serious when us-
ing synchrotron radiation because of the highly collimated nature of the incident beam.
Rotation of a flat-plate specimen is strongly recommended. It will reduce, but not cor-
rect for “preferred orientation” effects. Recommended are particles between 1 and 5 µm,
selected by grinding and sieving. Larger crystallites in the specimen give problems,
since there the random distribution requirement is not given and there are fewer
crystallites diffracting. This can cause non-systematic inaccuracies in the relative
intensities. Unlike preferred orientation there is no way to correct for it. Bad is one or
several larger crystallites in the specimen, by crystallographers called “rocks in the
dust”. This may lead to “spikes”, affecting only a few, perhaps only one intensity and
consequently will give difficulties to the whole analysis or refinement. It will show up
in intensity difference plots. Thickness of the specimen is the second source for ob-
taining poor results. This is described as micro-absorption. Particles too small will
result possibly in line broadening, which shows up in the FWHM data in comparison
to standard samples.

Negligence in the specimen preparation can never be compensated later by the
ensuing follow-up steps, like profile fitting, corrections for preferred orientation or inwww.iran-mavad.com 
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the final least squares refinement. Time and effort spent on the specimen preparation
is time well spent.

It is important to select the proper step size ∆(2Θ) and counting time per step. This
will determine directly the total time needed for the experiment. This of course re-
lates to the purpose of the study and the time available for the experiment, which, for
example, may be limited at synchrotron facilities. Step sizes between ∆(2Θ) = 0.01 and
0.001 are possible without much difficulties. The consequences are extremely long
counting times of many hours. One thousandth of a degree yielding 80 000 data points
in a pattern of 2Θ up to 80° takes about 44 hours (see Cox et al. 1983). To avoid, or at
least reduce background a crystal analyzer mounted in the diffraction path between
specimen and detector is recommended.

Considering the step size. This depends strongly on the resolution of the instru-
ment and setup. There should be at least five steps across the top of each peak. Using
more than 10 steps is a waste of time, since it will not improve the profile analysis. The
best step size is ca. 0.01° to 0.02° in ∆(2Θ). If there is a gradual decline of intensity,
like in synchrotron experiments, care must be taken of this influence, for example by
a primary beam monitor.

The errors most common occurring in diffraction experiments are the following:
In Bragg-Brentano, the most common geometry used, it is important to ensure that
the incident beam be kept on the sample at all angles to ensure “constant volume” con-
ditions. This is determined by the divergence slits selected, which may be too wide, so
the beam hits the sample holder at low angles resulting in intensities measured too
low at low angles. Here it helps, if the instrument is equipped with an automatic di-
vergence slit system which opens as a function of diffraction angle. It is advisable to
develop a measuring strategy for a successful refinement. Good counting is required
and this requires for example to spend more time at high angles where the intensities
are low due to the atomic form factors (scattering factors) and to a lesser degree due
to the influence of temperature factors.

Another problem is that of specimen transparency. The data are collected under
the assumption that (in reflection geometry) the specimen is “infinitely thick”, i.e. the
X-ray beam is totally absorbed by the specimen. If only light elements are in the sam-
ple this condition and the constant volume assumption might not be fulfilled. As a
consequence the intensities measured at high angles will be too low. For structure
refinement this will be not a serious problem, since this deficiency will be absorbed
by the temperature factors, which then of course have no physical meaning any more
and should not be used for analysis of thermal motions. In such cases and quite gen-
eral however transmission geometry, i.e. Debye-Scherrer geometry, is to be preferred.

Handling of Experimental Data

There may be a temptation to smooth the diffraction data before doing profile or struc-
ture refinements This definitely must be resisted. Profile fitting will absorb eventual
deficiencies in the counting statistics. The refinement will still yield the more or less
correct atomic parameters, only the R-indices may not be up to the user’s expectation.
Smoothing also introduces point-to-point correlations and will give falsely lowered
e.s.d. values in the refinement.www.iran-mavad.com 
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Background

Background is a contribution to the data with which the experimenter has to struggle
most. Background can never be avoided completely and must be dealt with one way
or the other. Of course appropriate experimental provisions are the best way to reduce
this problem. One is to evacuate the beam paths, or flush them with helium gas. An-
other is to use a single crystal specimen holder, for example a silicon plate cut to (511).
An analyzing crystal between specimen and detector is another means. The back-
ground should be subtracted before the actual refinement. If the background is de-
scribed by a polynomial and if the background is subtracted it should be re-estimated
and re-subtracted several times during the refinement. Also the experimenter must
be aware that the background influences the R-values very strongly. The higher the
background, the lower the R-index (see Sect. 3.6).

In the description and refinement of background two mathematical approaches are
commonly used: The most general one is by a linear interpolation between selected
data points between reflections, so-called foot marks. It is preferred because it is sim-
ple and is included in almost every Rietveld program version. It is however a good
solution only for simple patterns where most peaks are well resolved to the baseline.
For more complex patterns with many reflections or low symmetries the majority of
the peaks are not resolved to the baseline. In these cases polynomial functions can be
used to describe the background. The factors in the polynomial can be included in
the refinement. Usually the polynomial functions used for this purpose are largely
empirical. In a paper by Lauterjung et al. (1985) the background is described and re-
fined by a sum of n orthogonal weighted polynoms, a procedure based on a method
given by Steenstrup (1981). The function used is represented as a Tschebyscheff-like
polynomial giving individual weights to each data point in order to distinguish back-
ground from signal. With a polynomial of order five extremely good results were ob-
tained.

Peak Shape Function

An accurate description of the shapes of the peaks is critical to the success of a Rietveld
refinement. If the peaks are poorly described the refinement will not be satisfactory.
The peak shapes observed are a function of both sample and instrument contribu-
tion. They may, and often do vary as a function of 2Θ. Accommodation of all aspects
in a single-peak description is nontrivial and compromises have to be made. The sev-
eral peak shape functions are discussed in detail in Sect. 1.2.5.

Regardless of the type of function selected, the range of a peak must be established,
meaning when does the peak no longer contribute significant intensities to the dif-
fraction pattern. This is not trivial, since a high Lorentz contribution leads to long
“tails”. As a rule of thumb a peak is normally considered to be down to background
level when the intensity is less than 0.1 to 1.0% of the peak maximum. It can be ex-
pressed through the FWHM. The range needed will range typically from 10 to 20 times
FWHM. This means a reflection with a value of FWHM = 0.10° (2Θ) contributes to the
diffracted intensity over a range of 1.0° to 2.0° (2Θ). It is recognized in many publica-
tions that this parameter is often set much too low which then shows up in the differ-
ence profile plots. www.iran-mavad.com 

مرجع دانشجویان و مهندسین مواد



612.1  ·  The Rietveld Method

Peak Finding

If a pattern is poorly resolved it may be advisable to determine the number of peaks
under the diffraction pattern. This is a “must” in the Two Stage method and for the pur-
pose of direct methods. Such an analysis and separation is necessary for example in com-
plex high pressure patterns, often consisting of several unrelated phases. Or in neu-
tron diffraction patterns where satellite peaks from magnetic ordering are close to the
main peak and must be found. A peak separation method has been developed by
Savitzky and Golay (1964). It has been applied in an overcrowded synchrotron diffrac-
tion pattern, where it worked well (Lauterjung et al. 1985). In that special case Gaussian
peak shapes were assumed, since the second derivative of a Gaussian distribution will
produce a Gaussian distribution again, however with reduced FWHM. This means that
the second derivative of the spectrum will produce a pattern with increased resolution
and the peak positions are given as relative minima in this pattern. Therefor the sec-
ond derivative of the poorly resolved profile will be calculated by this numerical method.
This is repeated iteratively adding a new peak at each step until background level of
this section is arrived. After all peaks and their positions have been found, one can go
back to profile fitting with the profile shape function most suitable for this pattern.

Another similar way is to separate the peaks interactively in front of the screen by
indicating possible peaks with the cursor. This enables the user to add or delete peaks
from the cluster (Will and Höffner 1992; Merz et al. 1990) (see also Sect. 3.3.1).

Structural Model

As has been stated several times for a satisfactory Rietveld refinement a structural model
including approximate lattice parameters and symmetry must be available. If this model
is still incomplete, difference Fourier maps can be used to locate missing atoms, as has been
done in several examples shown in the literature and also mentioned in this monograph. In
general however refinement of structural parameters should not start too early, especially
if not all atoms have been found. Most Rietveld programs today provide the possibility of
partitioning overlapping reflections, and with some care and experience this approxima-
tion may be treated like a pseudo-single crystal data set, which can then be used to proceed
with electron density or difference density maps. This approaches the Two Stage strategy.

It must be realized however that maps calculated from powder diffraction data sets
determined by partitioning are more diffuse than from single crystal data sets. This is
different in the Two Stage method, where integrated intensities are extracted.

Refining a Structure – the Strategy

With a complete and good structural model and good starting values Rietveld refine-
ment can begin, and in the hands of experienced scientists will be a straight forward
procedure, – almost straight forward; and successful. Good starting values are needed

i for the unit cell;
ii the background;
iii the profile parameters; and
iv naturally for approximate atomic positions.www.iran-mavad.com 
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It will not work, if the atoms are placed too far away from their final positions. One
problem and pitfall in almost every Rietveld refinement is extensive correlation be-
tween parameters. It is advisable to do the refinement in consecutive steps with sepa-
rate groups of parameters in one bloc at a time. This should certainly be done at the
beginning of a refinement. Such a separate refinement may follow for example these
steps with several cycles at each step:

1. Scale factor alone, two or three cycles
2. Atomic positional parameters, heavy atoms first
3. Occupancy numbers
4. Background
5. Remaining parameters, except temperature values
6. Thermal displacement, i.e. Debye-Waller factors, should be the last refinement (and

here it is advisable to begin with the heavy or heavier atoms)

It must go around in many cycles, a total of 100 cycles is not an exception, depend-
ing on the size of the structure. After the first go-through it is not necessary to follow
always the same order. Also parameters may be combined occasionally, to look for
correlations. Occupancy parameters and thermal parameters need special attention
and care. They are highly correlated with one another and should never be refined
simultaneously. Occupancy parameters are difficult to refine in any case, and without
experience this may result in completely meaningless numbers. Here constraints must
be included in the refinement. All least squares program have provisions for subrou-
tines, which should be used, and unfortunately sometimes must be programmed.
The chemical composition with corresponding constraints is one such necessity
(see for example Nover and Will 1981; Will et al. 1992a,b). Also the Debye-Waller
factors should be taken with care, if necessary kept constant at a reasonable value (taken
from literature). It is known from experience that Debye-Waller factors tend to ab-
sorb a number of deficiencies in the diffraction data. These include difficulties in de-
termining proper background, deficiencies in the profile parameters, in the varying
change of peak width due to particle size or strain/stress in the crystallites, chemical
bonding contribution and so forth. The refinement may occasionally give negative
values, then they should be set to zero or kept constant at a reasonable value taken
from the literature.

The structure should be refined to convergence, based on the maximum shift per
e.s.d. in the final cycle this should be no more than 0.10.

Number of Observations versus Number of Parameters

In a Rietveld refinement the individual observations at each step are the observations
in the core of the least squares algorithm. Consequently the number of observations
is very high. However only the number of integrated intensities of the individual re-
flections can be considered unique observations for the refinement of structural pa-
rameters. This is a dangerous pitfall, because this number enters directly the calcu-
lated R-values tending to give very low, i.e. very good values implying a successful re-
finement. Also the e.s.d. are directly affected by these numbers implying very small
uncertainties of the parameters.www.iran-mavad.com 
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It is important to have some estimate of the amount of information in the pattern
in order to judge how many structural parameters can actually and sensibly be refined.
The Rietveld refinement algorithm will allow many more parameters to be refined than
the data can actually support. This requires experience. The operator has to use com-
mon sense and his crystallographic experience and if necessary intervene. A stepwise
refinement of different blocks of parameters as indicated before is advised and will
reduce this problem in some way. A ratio observation to parameters should be at least
three and preferably five, where the observations are taken as reflections, not steps.

Estimated Standard Deviations, e.s.d.

From a purely statistical point of view, each measurement is an independent observa-
tion. Intensities measured at different points on the same peak are simply considered
two independent measurements of the intensity of that peak. It is important to em-
phasize that the e.s.d. calculated assume that the counting statistics are the only source
of errors. Systematic errors coming for example from an inadequate background esti-
mate, inadequate peak shape description or simply an insufficiently defined structural
model cannot be estimated, however they are significant. Therefore the e.s.d. calcu-
lated reflect the precision and not the accuracy of the refined parameters.

R-Values

The quality of a refinement is generally checked by R-values. Those number are easy
to communicate and to compare. However a difference plot between observed and
calculated patterns is the best way to judge the success of a refinement. Of the many
formulas used to calculate R-values the most common ones used have been listed in
Table 1.6 (Sect. 1.2.5).

Some Common Problems

Each structure refinement will present its own problems and require imaginative in-
dividual solutions. Some problems are of a more general nature and arise in many cases,
especially with inexperienced users. We will not remind the user of possible, and quite
frequently encountered simple typing errors in the input file, which is not uncommon.
The input data should first be checked carefully if the program does not do what you
expect it to do.

Sources of failure often encountered:

i The background is not well fitted, the subtraction is incorrect or the function used
is not sufficiently well defined.

ii The peak shape is poorly described. This can be seen for example in a characteristic
difference plot of one or a few reflections believed to be measured correctly.

iii A mismatch between peak positions in the calculated and observed patterns. Lattice
parameters may be the problem, or more often zero offset or specimen displacement.

iv The relative intensities of (only) a few reflections are too high. Probably the speci-
men is poorly prepared, likely some crystallite being to large and thus leading to
spikes. www.iran-mavad.com 
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v There are small un-indexed peaks in the diffraction pattern, something encountered
not infrequently. First it should be verified that these peaks do not arise from the
sample holder or other causes or from the experimental setup. If this is not the cause,
they may be due to small impurities. Try another sample and specimen. If you can-
not eliminate them, leave them out of the refinement.

vi Negative temperature factors. It is often seen, but not a basic problem. Just set the
values to certain values or to zero and keep them fixed. There may be many reasons,
for example no complete absorption of the primary beam in the specimen, wrong
background at high angles due to overcrowded patterns, etc.

vii Refinement does not converge. Many possibilities exist, some very trivial:
– Is the space group or symmetry correct?
– Are the lattice parameters (starting values) correct?
– Is the scale factor correct?
– Is the structural model correct and complete? Are all atoms of the model in the

beginning cycle accounted for and placed correctly?
– Are there sudden large shifts in the refined parameters? Mostly due to strong cor-

relations between parameters. Separate the refinement of these parameters in bloc
cycles.

– Are there strong correlations between parameters? Try bloc refinement.
– Are the parameters corrected? Try bloc refinements.
– Do you need constraints, for example in the chemical composition or in the tem-

perature factors?

2.2
Special Applications of the Rietveld Method

2.2.1
Quantitative Phase Analysis by the Rietveld Method

Quantitative phase analysis is the measurement of the relative abundance of the con-
stituent crystal phases in the sample, for example minerals. Geologists call it “modal
analysis”. Quantitative phase analysis based on diffraction methods is the only method
which is truly phase sensitive rather than element sensitive. It is the only technique
capable of determining phase contents in a sample. With the steadily growing interest
in whole pattern fitting methods and Rietveld analysis techniques quantitative phase
analysis is one of the fastest growing and most important applications of powder dif-
fraction, in part because of its high potential for industrial analysis. Companies deal-
ing with diffractometers have in the last years spent much efforts, time and money to
include the proper software packages into their line of instrumentation.

Phase analysis per se is a well established procedure, dating back to the thirties when
it was introduced by Hanawalt (1938). Extended applications followed the development
of the theory by Alexander and Klug (1948). The method is based on observed
intensities in a diffraction pattern, generally measured with X-rays. Preferable are in-
tegrated intensities of individual peaks for each phase in the mixture. For many years
X-ray quantitative phase analysis was confined to regions of diffraction patterns with
resolved lines. Moreover standard calibration mixtures was recommended. Peak clus-
ters should, and today can be separated by profile fitting programs, which goes alreadywww.iran-mavad.com 

مرجع دانشجویان و مهندسین مواد



652.2  ·  Special Applications of the Rietveld Method

into present applications. The original Hanawalt technique relied on three strongest
peaks in the pattern, consequently there were severe problems with preferred
orientations or incorrect peak intensity data in the Hanawalt files. Nevertheless the
Hanawalt technique was applied effectively for many decades. But data collection
and even the determination of the phases, which had to be looked up manually, was
laborious. Since the 1980s with the advent of faster and smaller computers, PCs, this
technique has been improved steadily, moving from the manual search in the
Hanawalt files to storage on data banks, on diskettes and lately on discs with the
appropriate search-match programs. The search was thereby extended from three to
five strongest peaks. Today the International Centre for Diffraction Data, ICDD, col-
lects data and distributes the Powder Diffraction File, PDF. It contains selected
d-spacings, recently more and more also full diffraction patterns for use in Rietveld
based applications. To include basically the diffraction pattern of any crystalline ma-
terial known, powder diffraction pattern are even generated from single crystal data,
if necessary and if available. The file is constantly updated and contains today (2004)
157 048 entries (133 370 inorganic and 25 609 organic). Of those 92 011 are experimen-
tal entries.

The “Hanawalt” procedure is qualitative, or semi-quantitative at its best. For quan-
titative phase analysis it requires calibration by standards, or adding standards to the
sample in question. It is obvious that there were attempts to overcome this limitation
and to go for “standardless quantitative analysis of multiphase mixtures”, as it was for
example put forward by Rius et al. (1987). This was a first attempt, but it was rather
impractical, since it required a complete qualitative phase analysis to begin with and
sufficient samples with essential differences in the phase composition.

A more direct way was described for the first time, and tested, by Weiss et al. (1983)
based on a “Two Step procedure”. Experimental intensities are determined from the
diffraction pattern, including overlapping diffraction lines, and those were com-
pared to absolute intensities calculated from known crystal structure data. The
method has been tested on three examples with two phases, with three and with four
phases. In the first sample with quartz and siderite no correction for preferred orien-
tation was included. The results of four different mixtures containing quartz contents
between 82 and 7% were very good, except for the last sample. The other tests included
minerals with severe cleavage properties, for example mica or calcite, and here the
results were quite out of the expected range if no corrections for preferred orienta-
tion was included. The results improved when the data were corrected for preferred
orientation.

Following the rapid development of powder diffraction in almost every field it was
obvious to try to use whole pattern fitting procedures or Rietveld methods also for
quantitative phase analysis in order to overcome the drawbacks of the “Hanawalt” tech-
nique. The need for calibration with standards is one of the most severe and time con-
suming requirements. Both ways, Two Stage pattern fitting and full pattern Rietveld
methods have the potential to perform standardless quantitative phase analysis. They
are far superior, and especially faster than the old technique.

The potentials of such an approach was realized already in 1975 and 1979 (Sonnefeld
and Visser 1975; Werner et al. 1979). Both publications are basically a “Two Stage” ap-
proach, the approach developed and favoured by Will for crystal structure determi-
nation and refinement. By pattern decomposition of the step-scan data Sonnefeld sepa-www.iran-mavad.com 

مرجع دانشجویان و مهندسین مواد



66 CHAPTER 2  ·  The Rietveld Method

rated the pattern into its component Bragg reflections without reference to the crys-
tal structure, other than the unit cell dimensions. Using the unit cell data the diffrac-
tion profiles, peak positions and intensities were calculated. Sonnefeld used these de-
rived peak intensities as variables in a fitting procedure This way provides a conven-
ient means to acquire accurate relative peak intensities, which can then be used to
determine calibration curves and with them the constituent phases.

In a similar way Werner et al. (1979) published results of a quantitative analysis of
two binary samples, α-Bi2O3/KCl and CaF2/SiO2. Their analysis was based on Guinier-
Hägg X-ray film data. The general Rietveld method is for the refinement of just one
crystal structure in the specimen. It has been extended by Werner et al. (1979) to treat
a multicomponent system. In this first examples two components were refinable. The
quantitative analysis of this mixture was achieved by assuming and refining an over-
all scale factor together with “occupation” parameters, n1 for all atoms in one compo-
nent and n2 for the second component. The weight percentages ω1 and ω2 are related:

ω1 = ω2(Z1M1 / Z2M2)(n1 / n2)2 (2.10)

with M and Z the respective formula weights and formula units/cell.
In a slightly different way Taylor and Pescover used whole pattern techniques for

the phase analysis of “real life” samples from zeolite bearing rocks. (Taylor and Pescover
1988), again in a two step procedure. They extracted the (hkl) intensities by profile fit-
ting, and with them they first refined the crystal structures for the structural param-
eters using the program SHELX. The SHELX outputs F(hkl) on the absolute scale for
the theoretical zeolite structure, correct (hkl) multiplicities are attached and the pro-
file scale factor is varied graphically until the calculated patterns matches in intensity
with its mate in the observed pattern. All phases in the mixture are removed in this
way until the residual pattern is as close to zero as possible. This again is a “Two Stage”
approach. Zeolites pose specific problems: The framework is of fixed geometry, how-
ever the channel contents can vary with locations. Also there is a severe problem of
preferred orientation, which had been reduced in some of their experiments by add-
ing fine aluminum powder. Their approach was to subtract successively the (previ-
ously with SHELX) refined patterns from the measured diffraction ones. For this pur-
pose a program had been written which allowed such a successive pattern subtrac-
tion. All phases in the mixture were thus removed until the residual pattern was as
close to zero as possible. The resulting percentages were correct within a few percent.
In summary this way is useful for specific problems, however it is tedious and was not
taken up by other researchers.

In general there are two kinds of approach to obtain results of quantitative phase
analysis: The Two Stage method, as has been demonstrated by the examples mentioned,
or by direct Rietveld multiphase analysis, where the percentage of the constituent
phases is calculated through scale factors. The idea to apply a full pattern refinement
methods for phase analysis is simple in principle: Determine the material in the speci-
men by the well established search-match methods, and then, assuming the crystal
structures of the components are known, make a least squares full pattern refinement
of all components. First individually of each crystalline phase found in the specimen,
then of all components simultaneously. The amounts of each sample in the specimen
can be calculated through the scale factors. This approach has been proposed by Hillwww.iran-mavad.com 
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and Howard (1987). In this first attempt they demonstrated the method by measure-
ment on binary mixtures of rutile, corundum, silicon and quartz, collected by neu-
tron diffraction. A specific program, QPDA (for Quantitative Powder Diffraction Analy-
sis), had been written in 1991 by Madsen and Hill (1991). This development evolves
from its original purpose of crystal structure refinement to include the determination
of phase abundance in polycrystalline mixtures. The idea is actually simple and should
be straight forward. However the Rietveld method is not easy to use and may deter
powder diffractionists for using the method in nonstructural applications. The sim-
ple truth is, that the scale factors obtained in separate, or also combined, crystal struc-
ture refinements are related to the masses of the crystalline phases in the mixture. Like
with any application of a Rietveld refinement the crystal structure must be known, at
least in principle, and this is the case in quantitative phase analysis, following as a rule
a qualitative phase analysis. Detail on this method and its use is given in Hill (1991).

The scale factors derived from direct Rietveld analysis of multiphase powder dif-
fraction data are related to the phase composition of the mixture by a simple algo-
rithm involving the product of mass and volume of the unit cell contents of each phase.
The method is relatively straight forward. The parameters are in general (simultane-
ously) refined: Structural parameters, experimental parameters and the weight frac-
tions through the scale factors. In this first application Hill and Howard (1987) pro-
posed a simple relationship between the Rietveld scales in a multiphase mixture and
the weights of the components:

(2.11)

where wp is the relative weight fraction of phase p in a mixture of j phases, S, Z, M and
V are respectively the Rietveld scale factors derived from the refinement, Z the num-
ber of formula units per unit cell, mass of the formula unit and the unit cell volume.

One strength of this method is that overlapping peaks can be modeled. As a disad-
vantage the often poorly defined profile shape function does not allow to decompose
the peaks unambiguously. On the other hand this is of minor consequences since the
scale factors and thus the result of the analysis is little or not at all disturbed. It will
show up only in the R-index, which in this case is only a number without bearing. There
are a number of publications, which quote standard deviations in the order of 0.1 to
0.4%, as shown for example in the Newsletter of June 2002 of the Commission of Pow-
der Diffraction.

We can assume, that the application is almost exclusively performed in home labo-
ratories with sealed X-ray tubes (or rotating anode tubes). The use in connection with
synchrotron radiation makes it easier, because of the strictly monochromatic radia-
tion, but the analysis is the same The experimental technique is based on either Bragg-
Brentano geometry or parafocusing Debye-Scherrer geometry. We may refer to a pa-
per by Hill and Madsen (1991). They claim from their results and experience that Debye-
Scherrer geometry should be the configuration of choice. In this configuration the
specimen, generally in a rotating cylindrical glass tube, preferred orientation is greatly
reduced. All present-day neutron powder instruments are based on Debye-Scherrer
geometry.
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Hill and Howard (1987) give a detailed description of the method. Debye-Scherrer
data are collected by neutron diffraction, which, to be fair, is not the general method
in laboratory and industrial applications. The great advantages are that the entire dif-
fraction pattern is collected simultaneously, a very important fact, if there are prob-
lems of sample stability. Further, if it is used with X-rays, it requires very small speci-
mens, and preferred orientation is greatly reduced. Finally the specimen containment,
generally cylindrical glass tubes, allows one to construct environmental chambers
which make it much easier to study specimens under extreme conditions, like high or
low temperature, or even in high pressure devices.

Program packages for computer supported phase analyses are provided by several
companies, like Siemens (now Bruker), Seifert, or Philips, but only on a commercial
basis with the ensuing costs. These are for example TOPAS from Bruker, ca. US$13 000,
or AutoQuan from Seifert, now GE. This limits the availability. It may be justified, since
the method of phase analysis is used on a wide scale routinely especially in industrial
laboratories for material analysis, sometimes even controling manufacturing processes.
It is not general available in universities, which means it is not generally available for
the training of students. In a 1991 compilation of existing programs by Smith and Gorter
(1991) we find 18 programs listed as “quantitative analysis”. However these are well
inferior to the modern company owned programs, which were not available at that
time and are not included in this compilation.

Equation 2.11 by Hill does not take into account the relative absorption and parti-
cle size of the component phases. This is an important and necessary correction, which
has been pointed out already by Brindley (1945). According to the Brindley theory
Eq. 2.11 should be given as

(2.12)

where τj is the particle absorption factor for phase j. This improved formula has been
tested by Taylor and Matulis (1991) with significantly improved results. They analyzed
their data using the program AIROQUANT, a commercially available software pack-
age for quantitative X-ray powder diffraction analysis. They claim that results with-
out including the Brindley absorption contrast corrections with an input of estimated
phase particle radii will yield inaccurate results. However particle size is an impor-
tant parameter.

An example of a quantitative analysis of minerals by multiphase profile analysis
based on the refinement of the complete powder diffraction pattern is given by Tayler
(1991) using the program TRASCAL. The program is a full matrix refinement of 14 in-
dependent instrumental parameters in a Rietveld refinement procedure. These are:
phase scales, asymmetry, preferred orientation using the March equation, linewidths,
instrument zero, line shapes and unit cell parameters. The crystal structure data are
taken from the crystal structure data bank, which contain some 90 common miner-
als. Structural parameters are refinable, if felt necessary. Matrix absorption, which may
lead to erroneous results, is corrected by a factor τ(i) following the procedure suggested
by Brindley (1945). The sum of the calculated patterns, derived from the data bank, is
fitted to the observed pattern. A seven-phase natural bauxite pattern containing 320 in-
dependent (hkl) reflections has been refined. The sample was hand-grinded to parti-
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cle sizes of about 5 µm. The profile R-values range from 0.20 to 0.31 for the several
minerals. The phase analysis overall can be considered successful.

Quantitative phase analysis using the Rietveld method is becoming more and more
attractive to users of quantitative phase analysis. In a recent publication Peplinski et al.
(2004) discusses possible problems in using this method. It may impair the accuracy
of the results of a quantitative phase analysis when using the Rietveld method. His
investigation is based on a certified reference material, silicon nitride powder, con-
taining two crystalline constituents, the α-phase and the β-phase of silicon nitride. As
a conclusion the analysis does not necessarily lead to a mathematical stable solution.
The critical points are, not unexpected, that the atomic positions and temperature fac-
tors at least of the minor phase(s) should be kept fixed at their accurate values (taken
from literature) or should at least be restrained.

Round Robin on Quantitative Phase Analysis

The interest in quantitative phase analysis based on full pattern analysis of complete
diffraction patterns is becoming more and more important with wide spread applica-
tions in many laboratories already today and certainly in future, however sometimes
with conflicting results. Therefore in 1996 the Commission on Powder Diffraction
(CPD) undertook a broader comparison of laboratories and methods in the field of
quantitative phase abundance determination (QPAD) from diffraction data. The results
have been documented in great detail by Madsen et al. (2001) and by Scarlett et al. (2002).
The aim of these round robin projects was to document methods and strategies com-
monly employed and to assess levels of accuracy, precision and lower limits of detec-
tion. Four samples were prepared and sent to participating laboratories. Sample 1 was
provided in a first study (Madsen et al. 2001). It was a simple three-phase mixture of
corundum, fluorite and zincite, a composition as is met in a general sense almost daily
in many laboratories engaged in phase analysis. Samples 2, 3 and 4 were added to this
project at a later time. The compilations point to certain difficulties which may be en-
countered from time to time, not without severe consequences on the outcome. They
cover a wider range of analytical complexity, such as preferred orientation in Sample 2,
an amorphous content in Sample 3, and the influence of micro-absorption in Sample 4.

The first Sample 1 comprised eight variations of a simple three phase mixture: co-
rundum, fluorite and zincite, which was deemed to present little difficulties to most
diffraction analysts doing such analyses routinely. It met most likely the common sam-
ples which the analytical laboratory will be confronted with. These samples provide
minimal preferred orientation, line broadening or micro absorption.

The second round with Samples 2, 3 and 4 addressed problems in the samples which
can make the analysis difficult and the results perhaps not very reliable. Forty-nine
participants took place in this second study. Partly they collected their own data, and
partly they analyzed CPD-provided data (89 analyses out of 288). Most returns were
analyzed using laboratory-based X-ray equipment, reflecting the prevalence of this
method “at home”. Six analyses came from synchrotron data and 17 from neutron dif-
fraction data. Most analyses were performed using Rietveld-based methods, with up
to ten different Rietveld software packages employed.

Sample 2 had in addition to the three phases corundum, fluorite, zincite also brucite,
Mg(OH)2, crystallizing as flat hexagonal platelets with a strongly anisotropic crystal
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shape with relatively large dimensions in the (hk0) plane and small dimensions in the
(00l) direction. The flat-like morphology induces strong enhancement of the (00l)
reflections as a result of specimen packing. This is a situation which is met frequently
in day to day analyses. Some participants made corrections for preferred orientation
by spherical harmonics. This appears to be the best correction method employed. But
also correction by the March-Dollase formula appears to yield better results than the
absence of corrections.

Another quite frequent situation is addresses in Sample 3, which contained silica
flour as an amorphous content, besides corundum, fluorite, zincite. Amorphous con-
tents are in many samples not an infrequent problem. And this situation is one of the
major analysis problems altogether. It is mostly ignored in routine analysis in labora-
tories and it was ignored in this study in several contributions in spite of the obvious
presence to be seen in the diffraction pattern.

Sample 4 contained besides corundum, magnetite and zircon synthetic bauxite,
natural granodiorite and a synthetic pharmaceutical mixture, a sample were micro
absorption had to be considered. The problem of micro absorption appears to be the
biggest physical hindrance to accurate quantitative phase analysis when using X-ray
diffraction data. (This problem is virtually absent in neutron diffraction) Depending
on the material it may be necessary, for X-ray users, to calculate the mass absorption
coefficients for the component phases to determine whether or not micro absorption
may become an issue. If it is the particle size must be handled properly, either by grind-
ing or by measurements of the sizes of the particles.

As a conclusion of this study it is obvious that it is of the utmost importance that
the preparation of sample and specimen be appropriate for the task at hand. The
second important point is the data collection method, including appropriate wave-
length.

2.2.2
Texture Analysis Using the Rietveld Method

Texture in polycrystalline samples means the distinct spatial orientation of the indi-
vidual crystallites within the material. In industrial materials, like in metals or ceramics,
the orientation of the grains, or the polycrystalline texture, can have profound effects
on the physical properties of the material affecting both strength and possible failure.
Texture in rolled sheets is such an example. For geological materials, the texture found
in rocks is a consequence of the thermal and deformation geological history. These
two most important fields are treated quite separately by the scientists involved, met-
allurgists or geologists. Metals for example consist of fine grains and are fairly easy to
analyze with X-rays. Texture in those cases often must be analyzed fast, sometimes
even continuously during the manufacturing process. This analysis is based on X-ray
diffraction, where the primary, but also diffracted intensities are high and where mea-
surements are fast. The necessary techniques and instrumentation has been developed
by several commercial companies for such uses.

Geological samples on the other hand are hampered by generally larger crystallites,
up to the cm range in granites, for example, and they require therefore larger speci-
mens. Since about 10 years neutron diffraction has offered here an attractive way out
using specimens up to one cm cube. Because of small absorption of neutrons in mat-www.iran-mavad.com 
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ter large specimens pose no problem. The problems here are different. The intensity
of the primary neutron beam is low requiring long times for one experiment. This has
been overcome by position sensitive detectors with the ensuing sophisticated soft ware.
This is discussed in detail later in Sect. 3.9.

Texture analysis by diffraction methods, X-rays or neutrons, is based on rotating
the specimen through the full three-dimensional Eulerian space and measuring the
intensity at each, and many hundreds specimen positions. In the past this was done
with one detector position fixed at the center of one individual diffraction peak for
one specific lattice plane hkl and rotating the specimen into various positions for all
angles in the Eulerian space. Then the detector is moved to the next reflection. This
takes time and is efficient if only a few pole figures are required to calculate ODFs with
sufficient quality. Also if the diffraction peaks are reasonably strong and well sepa-
rated, such as in fcc and bcc metals. With high intensity X-ray generators, or even syn-
chrotron radiation, it is not a real problem. Other with neutrons. When in the last years
position sensitive detectors covering a considerable range in 2Θ came into use the situ-
ation has improved also here.

The method of analysis is the same regardless of X-ray or neutron data. The analy-
sis begins with the calculation of pole figures calculated from each (hkl) data set. In
most cases the orientation of the crystallites in the sample can be derived from those
figures, looked at in different directions. The full orientation of the crystal grains within
a polycrystalline object is then commonly described by the three-dimensional orien-
tation distribution ƒ(g), called ODF, which is a mapping of the probability of each of
the possible grain orientations with respect to a macroscopic sample orientation.
Crystallite orientation in rolled sheets is such as specific property. Traditionally, an
ODF is calculated from pole figures.

Texture must not be confused with the general, and comparatively small preferred
orientation observed to a small degree in almost all specimens (not samples!) used
in powder diffraction. Non-statistical distribution of crystallites would be a better
term in that cases. Quite often specimens suffer from preferred orientation as the re-
sult of specimen preparation, for example if the samples are pressed into the flat speci-
men holders in Bragg-Brentano geometry. Formulas have been developed to correct
for these effects. These formulas have been implemented very early into all Rietveld
refinement programs and also into POWLS. Dollase (1986) has developed a gen-
eral formula for specimens with considerable preferred orientation of the crystallites
in the specimen, for example containing calcites or micas with profound cleavage
properties. Dollase’s formula is based on a mathematical treatment discussed by
March (1932).

Advances in Instrumentation and Technique

With the advent of linear position sensitive detectors diffractometers equipped with
such detectors can cover a range of about 20° in 2Θ and record simultaneously at each
specimen position whole spectra containing signals from a reasonable number of dif-
fraction peaks, even if coming from different phases in a poly-phase sample. This re-
duces the experimental time considerably from days to hours (Will et al. 1989) (see also
Sect. 3.9). The result is a wealth of data, which must be handled and analyzed. This is
only a minor obstacle. www.iran-mavad.com 
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Lately reliable area detectors became available, for example based on the Debye-
Scherrer technique with flat films in the forward direction. Here the complete dif-
fraction rings can be measured and the texture can be seen directly. This was ap-
plied lately for a texture analysis using synchrotron radiation (Wenk and Grigull
2003). The area detector records the complete, through texture disturbed Debye-
Scherrer rings on the flat film. Perhaps even more important, it can of course also be
applied for regular crystal structure refinements to overcome the effects of pre-
ferred orientation. By integrating the Debye-Scherrer rings data free of preferred
orientation can be obtained. The limiting factor in any appliance using flat films is
the very limited range of scattering angle, since data are recorded in the forward di-
rection only within a very limited range of 2Θ. Nevertheless this method is valu-
able especially in connection with high and highest pressure research when using
diamond anvil cells.

Advances in Software

Texture measurements result in huge data sets, especially if position sensitive detec-
tors are used. Will and his co-workers (Will 1983; Will et al. 1990c) have within their
Two Stage method developed a way of analysis by separating overlapping diffraction
peaks, on-line or operator assisted, in the many, up to several hundreds diffraction
patterns, for example 600 patterns in one case of a hematite ore, into individual inte-
grated intensities and using them for pole figure and ensuing ODF calculations. This
is treated in detail later in Sect. 3.9.

Generally the intensity of the diffraction peaks depends on the crystal structure
and on the sample texture. The general Rietveld programs consider only the struc-
ture, e.g. the arrangement of the atoms in the unit cell. Obviously it would be a great
step forward, if structure and texture could be combined in one calculation and re-
fined simultaneously. This idea of using the Rietveld method, or more correctly Rietveld
full pattern refinement also for texture analysis was considered and tried already sev-
eral years ago. In a first paper by Ferrari et al. (1996), and later by Lutterotti et al. (1997)
these authors combined structure and texture analysis in one single program. Another
approach came from Von Dreele (1995), who tried to integrate the harmonic method
into his existing program package GSAS (Von Dreele 1997). He treated the harmonic
coefficients directly as parameters, thereby avoiding the lengthy data analysis of the
many individual diffraction data and the calculation of pole figures. In a later pro-
gram MAUD this was extended by Lutterotti et al. (1997) who have provided the up to
now most versatile texture treatment in the Rietveld software MAUD. In this program
the ODF can be entered explicitly. Both groups have used their methods with neutron
diffraction data, explicitly with time-of-flight data. It has not yet been applied to syn-
chrotron images. Further development is certainly required.

Refinement of the harmonic coefficients as least squares parameters has some in-
triguing aspects. There is however some doubt concerning the applicability of this
procedure because of series termination and ghost effects, particularly in cases of low
crystal sample symmetry.

This area of application of full pattern analysis is advancing very fast and it is ad-
vised to observe the current literature.www.iran-mavad.com 
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Chapter 3

3.1
Introduction and Background

3.1.1
Concept of the Two Stage Method

The Two Stage method, or integrated intensity method, goes well beyond the Full-Pat-
tern or Rietveld crystal structure refinement. It opens the way to any analysis of dif-
fraction patterns, especially also to ab initio analyses of unknown crystal structures,
to the analysis by Patterson methods and even by direct methods (Giacovazzo and his
co-workers: Altomare et al. 1996a,b; Carrozzini et al. 1997; Cascarano et al. 1992). It is
a very powerful method for structure refinements in connection with the computer
program POWLS (Will 1979; Will et al. 1980b, 1983a,b), where the method shows its
power especially if unconventional parameters have to be included in the model cal-
culations. One more important application is in using it for texture analysis.

The Two Stage method, as the name implies, operates in two steps, which are com-
pletely independent of each other. The first and most important step is fully independ-
ent of any crystallographic goal. It is not even limited to crystallography. Any diagram
exhibiting peaks can be analyzed by the programs used in Step 1. Table 3.1 gives an
outline of the method.

Both methods, the Rietveld method as well as the Two Stage Method in common is
the requirement to have a good mathematical description of the profile and the suc-
cess and quality of the ensuing calculations depend on the validity and reliability of
the profile function. Profile analysis or peak-shape analysis must therefore precede any
further calculations. Once the profile function is known (Step 1a), profile fitting is per-
formed (Step 1b) and this results in pattern decomposition in the Two Stage method.

Figure 3.1 gives the diffraction pattern of quartz collected with synchrotron radia-
tion at a wavelength of 1.0 Å out to 2Θ = 133°. The step width was ∆(2Θ) = 0.02°, the
time spent per step was t = 4 s. In most cases dealt with today, including the example
of quartz, powder diffraction diagrams have many peaks superimposed onto each other
and consequently the diagrams are heavily overcrowded. It is the task of the experi-
menter, and the purpose of this article, to separate these peaks into its individual con-
tributions. If this is accomplished, powder diffraction is competitive with single crys-
tal diffraction, in many cases it is even superior.

The Two Stage method was developed independently of the efforts by Rietveld. In
the beginning it was, just as Rietveld did it, only for the refinement of crystal struc-
tures from individually extracted intensities, from X-ray (Will) or neutron diffraction

The Two Stage Method
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data (Rietveld). For the first application and the first refinement the program POWLS
(Will 1979) was developed and used in the analysis if the crystal structure of MnSO4

(Will et al. 1969). Profile analysis and profile fitting was first published in 1987 (Will
et al. 1987a,b).

When the Rietveld method became generally known, several scientists expressed
concerns of the outcome of the method. They realized the shortcomings of a total
pattern refinement, where each count y(i) at each step ∆(2Θ) is treated as an inde-
pendent observation. The Rietveld full pattern refinement method is doubtless very
powerful and successful, but statistically the method is unsound and gives incorrect
values for the estimated standard deviations, e.s.d., of the structural parameters, even
though the values themselves may be perfectly acceptable. This was pointed out by
Cooper and Sakata (Sakata and Cooper 1979; Cooper et al. 1980; Cooper 1983). Unfor-
tunately it is reflected also in low R-values, which imply good results, since R-values
are often taken as a norm for the quality of the analysis (see Sect. 3.6; Jansen E. et al.
1994a).

Independently of Will Cooper and his co-workers developed an alternative ap-
proach, a new method and a new computer program, called SCRAP (Cooper et al. 1981).
They followed a two-step procedure: analysis of the diffraction profile to provide es-
timates for integrated intensities of the Bragg reflections, followed by conventional least
squares refinement based on these estimates. The method is described in detail with
examples and a comparison with Rietveld results are given.

Table 3.1. Schematic outline of the Two Stage method
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Fig. 3.1. Diffraction diagram of quartz, measured with synchrotron radiation with a wavelength of
λ = 1 Å. The intensity scales of the lower patterns were decreased to show the weaker reflections
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3.1.2
The Two Stage Method in Comparison to Rietveld Refinement

These two methods commonly used for the analysis of powder diffraction data are
not in competition, they rather follow different goals in crystallography. The crystal-
lographer has to decide which method is best suited for his scientific problem. Both
have its origin in neutron diffraction: Georg Will 1963 in the Brookhaven National
Laboratory, Long Island, N.Y., USA (Will 1979) (in cooperation at the beginning with
Walter Hamilton) and Hugo Rietveld at the Netherlands Reactor Centrum in Petten,
The Netherlands (Rietveld 1967, 1969). Rietveld’s aim was to refine a (neutron) diffrac-
tion powder pattern in one step based on a well established structural model (it was
extended much later to the application of X-ray data). The history and development
has been discussed in Sect. 1.2.

The major difference between the Rietveld method and the Two Stage method is
that in the latter we first determine integrated intensities of the individual reflections
from the measured pattern. Then the structural parameters are refined or handled with
other programs and methods in a manner analogous to single crystal structure deter-
mination, as listed in Table 3.1, Step 2. There are much more possibilities than just struc-
ture refinement. In the Rietveld method, both the measured intensities and the struc-
tural parameters are simultaneously refined using the whole pattern. It is a refinement
of a (believed) known crystal structure model. The Rietveld method consequently is
a full pattern analysis (Rietveld 1967, 1969). The Two Stage method was originally also
developed in connection with neutron diffraction as early as 1962 (Will et al. 1965) al-
though the integrated intensities at that time were derived by conventional methods.
Originally the Two Stage method was applied to refine crystal structures from diffrac-

Fig. 3.2. Schematic representation of the two analytical methods, the Rietveld method and the Two Step
method. In the former each measured point y(2Θ) is used as an observation in the least squares struc-
ture refinement. In the latter the peak clusters are separated, and those integrated intensity data I(hkl)
are the observations for ensuing calculations, just as with single crystal data
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tion data collected both with X-rays and with neutrons. It is based on a general least
squares program POWLS (POWder Least Squares) adapted for the refinement of crystal
(and magnetic) structures from X-ray as well as neutron diffraction data (Will 1979,
1989; Will et al. 1983a).

In later developments both methods were extended also to a priori crystal struc-
ture determinations. The Rietveld method, as all full pattern methods have its limita-
tions because they do not unscramble the diffraction patterns in its components of
individual integrated intensities for each reflection. If intensities are necessary they
begin with the peak heights as a reasonable information on the intensity. In the ensu-
ing refinement of the crystal structure the Rietveld program takes into account the
profiles of the diffraction peak.

Figure 3.2 shows schematically the two methods. Both are based on a least squares
formalism, whereby the Rietveld method takes the individually measured values of
each step in a step-scanning diffraction experiment y(i) (= y(2Θ)) as the observations,
while the Two Stage method first separates in its first step of the analysis peak clus-
ters in the diagram into its individual components, e.g. individual peaks, yielding in-
tegrated intensity values I(hkl) for each reflection. These are the observations and they
are then used for further crystallographic calculations.

3.2
Profile Analysis and Profile Fitting

3.2.1
Characteristics of Powder Diffraction Line Profiles

The observed diffraction pattern originates from the diffraction effects from the speci-
men. The specimen contribution can be idealized by a delta function convoluted with
functions describing line broadening by

� geometrical and instrumental aberrations
� wave length spread in case of monochromatized radiation, especially with X-rays

from X-ray tubes with its Kα1/Kα2 contributions
� line broadening by particle size effects and/or strain and stress contributions

The observed experimental contribution is therefore a convolution of all effects,
and this is superimposed, i.e. added to the background scattering. The main charac-
teristics of diffraction lines are position, maximum intensity, area (integrated inten-
sity) and shape. The latter is characterized by width and asymmetry. Diffraction pat-
terns are interpreted to a particular level of approximation and accuracy using:

a line position: 2Θ location of the maximum intensity, for lattice parameter determi-
nation

b range of peak, i.e. the 2Θ region where the intensity is assumed to pertain to the
diffraction effect

c peak height: intensity above background at the 2Θ position of the maximum inten-
sity

d integral intensity: area of the diffraction line above background
www.iran-mavad.com 
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e line width: FWHM, full width at half maximum, i.e. the line breadth at half the peak
height; or sometimes integral breadth β, i.e. the width of the rectangle having the
same area and height as the observed line profile

f profile descriptions using shape parameters: analytical functions, like Gaussian,
Lorentzian, Voigt, Pseudo-Voigt, Pearson VII, or split versions of these functions

g asymmetry parameters: asymmetric intensity distributions can be defined by sepa-
rate breadth and shape parameters on each side of the peak maximum, or in terms
of the ratio of parameters between the sides

3.2.2
Outline of Profile Fitting

The crystallographic information of an individual Bragg reflection is contained in the
total integrated intensity which is spread over a characteristic profile. This must be
extracted from the pattern. The analytical approach is by profile fitting. This is per-
formed in three steps:

� Subtraction of the background
� An analytical description of the instrument-dependent profile shape of the meas-

ured Bragg reflections (this needs calibration of the instrument by standard sam-
ples)

� Separation of the individual reflections hkl and determination of the individual re-
flection parameters and integrated intensities

The integrated Bragg intensity is finally extracted by profile fitting. This is per-
formed by least squares calculations with a (given and known) profile function by
minimizing

(3.1)

with yi the observed or calculated intensity at each 2Θ-point. The summation index i
is running over all points in the diffraction pattern. Sometimes at special instrumen-
tal conditions it is preferred to use routines where the summation includes just one
peak, a peak cluster, or a section of the pattern selected for fitting. In this specific case
the range of the segment to be fitted is adjustable interactively on-line by the opera-
tor. Typical the number of points i is in the order of 4 000 to 10 000, if the whole dia-
gram is to be fitted, for example with the program FULFIT (Jansen E. et al. 1988) or
with a Rietveld program. This assumes for example 40 to 100 point per degree at a
step size of ∆(2Θ) = 0.025° or 0.01°, respectively, representing 2Θ = 10 to 110°. Such
values are common. If the pattern is segmented into sections, for example when using
the fitting program HFIT (Höffner and Will 1991), those numbers are much less. wi
are the weights given to each observation. They are taken from the experimental er-
ror margins σi, which are assumed to be proportional to the square root of the count
rate yi(obs) following Poisson counting statistics,

wi = 1/σ i
2 (3.2)
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Full pattern fitting, like FULFIT and also some other programs (Pawley 1981;
Rodriguez-Carvajal 2001; Toraya 1986), stop just one step before the Rietveld crystal
structure refinement. Linearisation in the least squares program is reached by a Taylor
series expansion. The goodness of the fitting is expressed by R-values.

This profile fitting ends with a list of Miller indices (hkl) and its corresponding
integrated individual intensities, the peak positions 2Θ and the FWHM values. The
profile fitting method is inherently capable of determining integrated intensities and
also the reflection angles with high accuracy because

i it uses the experimentally determined instrument function
ii it can resolve overlapping reflections with far greater resolution than the diffractometer
iii it uses all the measured data points and
iv it works over a very large range of intensities

3.2.3
Profile Functions

A profile function must be known and presented to any profile fitting program. In the
original Rietveld program (Rietveld 1967), developed for neutron diffraction patterns,
a Gaussian function was used with reasonably good results and relatively low RBragg-
values. Gaussian is also a good approximation for energy-dispersive diffraction pro-
files. When the methods were extended later to the analysis of X-ray diffraction pat-
terns collected in laboratories with Kα1/α2 lines a number of authors have recognized
that difficulties occur when a Gaussian function was used because of an inaccurate
definition of the profile shapes. In the years following other types of functions have
been applied with varying degrees of success. Functions commonly used, or at least
tested, are Gaussian G, sometimes even double Gaussian GG (Fig. 3.5) (Will et al. 1987a),
Lorentzian L, Pseudo-Voigt, Pearson VII or a Voigt function itself, which is a convolu-
tion of a Gauss and a Lorentz function. A Gaussian function describes the shape of
the main peak very good at the top, and the Lorentz function gives the correct asymp-
totic behavior in the tails of the reflection. This for example demonstrates the impor-
tance of determination and subtraction of the background before profile fitting. The
intensity in the tails of the reflection was found to affect the thermal parameters sub-
stantially. The thermal parameters from a Gaussian refinement are systematically too
large. Gaussian G and Lorentzian L are described in Eqs. 3.3 and 3.4:

(3.3)

(3.4)

The Voigt function is the best function to describe the experimental profiles, it is
however difficult to incorporate in profile fitting programs and this function is not
found in programs normally in use today. Good results are obtained by a so-called
Pseudo-Voigt function, PSV, which is an additive superposition of a Gaussian and a
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Lorentzian function with a fractional parameter η relating the ratio of the peak
intensities of G and L:

PSV = G + ηL (3.5)

The value η must be determined before profile fitting (or Rietveld analysis) can
begin. In the Two Stage method this will be Step 1a. It can be done with well devel-
oped reflections from standard samples. LaB4 has been recommended recently. Data
coming from laboratory X-ray sources show in addition strong asymmetry (besides
the problem of the α1/α2 splitting). As it turned out the best description finally found
is a split Pseudo-Voigt function, where the right and left halves of the reflections are
treated separately (see Fig. 3.3). In neutron diffraction Howard (1982) approximated
the asymmetry of peaks by sums of Gaussians.

The quality of different profile functions is demonstrated in Fig. 3.3. where the (111)
reflection of silicon has been fitted with the different functions. Looking at the inten-
sity difference plots in the middle of the diagrams the shortcomings of using a single
function can be clearly seen: The Gaussian function describes the peak well in the
maximum, however the tails are poorly fitted giving a profile R-value of only R = 9.7%.
A Lorentzian function describes the tails better, but now the peak maximum is too
low. The profile R-value still high with R = 9.2%. The Pearson VII function describes
the profile overall better than a single Gaussian or a single Lorentzian, but still the
result with R = 5.8% is not satisfactory. Finally with a Pseudo-Voigt function an ac-
ceptable good result is obtained with R = 2.0%. Since the diffraction peaks are mostly
asymmetric, even with synchrotron radiation, the best result is finally obtained with
a split Pseudo-Voigt function where the right and left side of the maximum are treated
with separate FWHM parameters giving very good fitting with R = 1.4%. Table 3.2 sum-
marizes the results obtained with the different functions. But it must be kept in mind

Fig. 3.3 a,b. Measured (111) reflection of silicon fitted with different functions: (a) with a single Gaussian
function the peak is well described in the maximum, however the tails are poorly fitted. The profile
R-value R = 9.7% is very poor. In (b) only a Lorentzian function is used, again the fitting is not good
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Fig. 3.3 c–e. Measured (111) reflection of silicon fitted with different functions: (c) shows the result with
a Pearson VII function, which describes the profile better, but still not satisfactorily. Finally in (d) we
are using a Pseudo-Voigt function with Gaussian and Lorentzian contributions and get a good fit with
R = 2.0%. Since the diffraction peaks are almost always asymmetric, in (e) finally a split Pseudo-Voigt
function gives with R = 1.4% the best result

Table 3.2. Comparison between different profile functions

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



82 CHAPTER 3  ·  The Two Stage Method

that occasionally neither of these known functions will describe the peak profiles sat-
isfactory.

The profile function chosen therefore needs special attention in profile fitting. The
Pseudo-Voigt function turned out to be the best profile function in most application.
In this case only the parameter η has to be determined. In our own experience the
profiles were best described by about 85% Gaussian and 15% Lorentzian.

The profiles depend highly on the receiving slits used. In our experiments we nor-
mally used a narrow receiving slit. Nevertheless sometimes profiles are found which
do not follow the usual profiles. In a set of synchrotron experiments using a crystal
analyzer they could not be described even by a Pseudo-Voigt function, or any other
known function. A Gaussian curve gave systematically too low peak intensities, higher
tails and about 2% too low integrated intensities. A satisfactorily description of the
profiles was finally achieved by superimposing two Gaussian functions G1 and G2 with
the ratio 2:1 for FWHM and peak height. This “double Gaussian” GG = G1 + G2 (Eq. 3.6)
is mathematically simple and makes it easy to handle complex overlapping peak clus-
ters.

GG(2Θ) = 2/3h(G1(2Θ) + 1/2G2(2Θ)) (3.6)

This profile was found necessary, when we investigated Y2O3 (Will et al. 1987a). It
was observed in all synchrotron diffraction patterns in this duty cycle (using a crystal
analyzer). So this must be due to some unaccounted experimental deviations from
normal. Figure 3.4 shows this for silicon (511/333) as an example. The profiles in Y2O3

fitted with a double Gaussian function are shown in Fig. 3.5 for a section of the dif-
fraction pattern.

A different situation was encountered with MnCrInS4 (Will et al. 1990b). Here the
profiles could finally be described by the sum of a Gaussian and a Lorentzian contri-
bution, but with the latter shifted by 0.03° to the low 2Θ side. This improved the fit-
ting considerably. In this special (and admittedly strange) case no explanation could
be found for this behavior. In both cases the profile R-values were in the range 1–2%.
Two profiles are depicted in Fig. 3.6 for the reflections (115) and (157)/(266). These two
cases exemplify the importance to have a careful profile analysis (Step 1a) before the
actual pattern fitting and refinement.

3.2.4
The Instrument Function

The measured intensity y(2Θ) of a reflection is the convolution of three contributions:

y(2Θ) = WGS + background (3.7)

W is the intensity distribution of the wavelength spectral line of the primary beam,
for example the Cu Kα1/α2 line when using sealed X-ray tubes, G represents all instru-
mental and geometrical factors which contribute to the shape of y(2Θ), such as the
incident and diffracted beam apertures (slit sizes), alignment and related factors. S is
the actual contribution form the sample, the quantity we are interested in. In Eq. 3.7 Swww.iran-mavad.com 
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is a delta function and can be represented by one symmetrical Lorentzian for each hkl
reflection, if the specimen itself produces no asymmetrical broadening, like particle
size line broadening or strain/stress conditions. W ·G is called the instrument func-
tion, which in practice can be determined and treated as one single parameter. Since
it relates to the particular experimental conditions, it changes with changing the ex-
perimental setup, but stays the same as long as the instrumental setup is not changed.
Each new set of slit sizes, wavelengths or other factors contributing to the line shape
requires a separate set of W · G profiles and therefore a new calibration. W · G can be
determined from standard samples, preferable silicon or other well behaving materi-
als. LaB4 has been recommended recently and is favored for line shape analysis.

Fig. 3.4. The reflection (511/333) of silicon fitted; a with a single Gaussian G function; b with a double
Gaussian GG function. The differences between experimental points and the fitted profile are shown at
half-height; c the two Gaussian functions G1 and G2 and their sum GG. Height and FWHM of G2 are
twice those of G1
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3.2.5
Instrument Function with Seven Lorentzians

When Parrish and co-workers approached the problem of peak analysis and profile
fitting of a X-ray diffraction pattern they described each reflection with a sum of seven
Lorentzian curves, three each for Kα1 and Kα2 and one for the weak satellite Kα3

(Huang and Parrish 1975). This approach is based on a mathematical description de-
veloped by Taupin (1973). It seems a formidable way to describe just one reflections,
but it is extremely accurate. It is still the best description of a diffraction profile, how-
ever it has not found general acceptance and it is not used today any ore. With posi-
tion, peak height and FWHM for each curve it requires adjusting 21 parameters for
each of the reflections used to establish the standard data. Figure 3.7 shows the (331)
reflection of silicon, measured with Cu Kα radiation and fitted with seven Lorentzian
functions.

Why such a difficult procedure? The profiles obtained with powder diffractometers
have asymmetries and widths which vary with diffraction angle (Wilson 1963; Parrish
1965). They used the term W · G for the first time to describe the contributions not
coming from the specimen. The shapes of the low-angle profiles arise mainly from
instrumental aberrations. The high-angle shapes are dominated by the forms of the
spectral lines. This shows that it is not possible to have a single instrument function
W ·G for the whole diffraction pattern. The W ·G function is independent of the speci-
mens to be studied. It is therefore essential that the W·G function is determined over

Fig. 3.5. Profile fitting with a
double Gaussian function GG
of five weak reflections of Y2O3.
RPF = 1.2%. The observed-calcu-
lated differences are shown at
one-half height
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a large angular 2Θ range, and furtheron that the specimens selected as standards must
be well crystallized and must be free of line broadening. Parrish and co-workers placed
special attention on the selection of the standards and on the 2Θ dependent instru-
ment functions. Even if this procedure has been given up today, it is worth discussing
it. From the samples: silicon, tungsten, α-quartz, diamond, gadolinium-gallium gar-
net (GGG) and zeolite specimens were carefully prepared by grinding and sifting. To
cover the angular range 20° to 110° they measured about 25 profiles with a 1° diver-
gence slit. For the high angle region 80–160° they used a dozen profiles with a 4° slit.
The peaks were measured with step sizes ∆(2Θ) = 0.01 or 0.02°. Counting times were
long enough to accumulate about 50 000 counts on the Kα1 peaks (Parrish and Huang
1980). Four typical profiles are shown in Fig. 3.8. Differences between experimental

Fig. 3.6. Two representative
reflections of MnCrInS4 fitted
(dashed lines) by a Gaussian
and a Lorentzian contribution,
separated by a small amount of
0.03° in 2Θ; a for the (115) peak;
b for (157) and (266). The small
peak (266) was fitted by only
one curve. Differences at the top
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Fig. 3.7. Fitting of the meas-
ured (331) reflection of silicon
with 7 Lorentzian functions

Fig. 3.8. Four typical profiles to determine the instrument function W · G. Seven Lorentz functions are
used to describe one profile. Alternate experimental points x are omitted for clarity. Solid curves are
computed from profile fitting. Horizontal ∆-lines above the profiles show the differences between ex-
perimental and calculated points on the same intensity scale
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and fitted data are extremely small. The goodness of fit is expressed by profile R-values.
This procedure yielded the best possible fitting ever. The principle of the profile fitting
of a diffraction peak and extraction of the specimen contribution is shown in Fig. 3.9.

3.2.6
Determination of Integrated Intensities through Profile Fitting

The fitting of the reflections in the final step to determine integrated intensities of
the specimen from the experimental pattern is based on Eq. 3.8:

P(2Θ) = (W ·G)S(Ip, FWHM, 2Θp) + background (3.8)

It requires only the specimen contribution S, which can be fitted with only three pa-
rameters: position 2Θp, height h, and FWHM. This is shown schematically in Fig. 3.10. The
(integrated) intensities are the values S in Eq. 3.8. The specimen contribution S is obtained
by shifting the standard profile over the experimental profile and adjusting the three pa-
rameters 2Θ, height, and FWHM (which together give the integrated intensities) by least
squares calculations. In the Two Stage method this profile fitting procedure results di-
rectly in intensity values I(hkl) together with the 2Θ values for each reflection. The back-
ground should have been subtracted first from the experimental data, so it will be zero
or at least very small in the calculation. This holds independent of any program used
for fitting calculations. Background in the fitting will affect greatly the resulting reliabil-
ity values, i.e. the R-values, as discussed in Sect. 3.6 and Table 3.9. It will also influence the
intensity values and especially their e.s.d.

Fig. 3.9. Principle of the profile fitting of a diffraction peak and extraction of the specimen contribu-
tion S
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The application of the profile fitting does not require prior knowledge of the posi-
tions or intensities of the peaks, or any other crystallographic information. In the pro-
file fitting process we minimize, with wi the weights given to each observation, the
equation

(3.9)

Integrated intensities can be determined to a high degree of range and accuracy.
Tables 3.3 and 3.4 give lists of the resulting intensities for corundum and quartz meas-
ured with high precision Cu Kα, using an evacuated beam path and a monochromator,
and fitted with the Parrish procedure using seven Lorentzians. The intensity ranges
are worth noting. The weakest intensity in quartz is only 28 counts vs. 141 102 counts
for the strongest reflection, and in Al2O3 we measure 115 vs. 36 531 counts.

3.2.7
Angle Dependence of the Profile Shapes

It is well known that halfwidth and shape of the reflections are dependent on the dif-
fraction angle 2Θ. This has been discussed in detail by Wilson (1963). This variation

Fig. 3.10. Schematics of the
profile fitting procedure:
The (known, i.e. beforehand
determined) standard profile is
shifted over the experimental
profile and the three param-
eters position 2Θ, height h and
FWHM are adjusted by a least
squares calculation
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Table 3.3. Comparison of observed and calculated intensities for corundum, α-Al2O3, measured with
Cu Kα radiation

Table 3.4. Comparison of observed and calculated intensities for α-quartz, α-SiO2, measured with Cu Kα
radiation
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has to be included in the instrument function. In neutron diffraction with its in general
Gaussian intensity distribution Cagliotti et al. (1958) have presented a formula widely
used today also for X-ray experiments to describe the FWHM analytically (Eq. 3.10):

FWHM = (R tan2Θ + S tanΘ + T)½ (3.10)

This formula gives a reasonable description also in synchrotron diffraction experi-
ments and Toraya has included this formula in his full pattern fitting program WPPD.
The parameters R, S and T have to be determined with standard samples, normally
silicon, quartz or lately CaB4. Figure 3.11 depicts a plot of FWHM versus 2Θ for quartz.

3.2.8
Resolution of Profile Fitting

Better than any other method profile fitting can resolve reflections which are over-
lapped in the original experimental data. In general, two reflections can be resolved
and their individual integrated intensities determined if two peaks are separated by
more than halve the halfwidth. For lower symmetry crystals, or crystal with larger unit
cell parameters it may be helpful to use constraints, for example to input the peak
positions computed from known or previously determined lattice parameters, or us-
ing low angle better resolved reflections. Of course using a longer wavelength, say 1.2 Å,
is a good choice in such cases. The analysis of an Ge-olivine crystal later in this mono-
graph gives such an example. If the crystalline atomic parameters shall be determined
in a crystal structure analysis the program POWLS allows one to lump together unre-
solved reflections in a peak cluster in the least squares routine FUNNY, if they cannot
be separated sufficiently, or when the correlation between peaks calculated in the pro-
file fitting program is too high.

The so-called five-finger triplet (212), (203), and (031) of quartz is generally taken
as a measure to present the quality of resolution and of peak separation. This is dem-
onstrated in Fig. 3.12. In ordinary, conventional laboratory powder diffraction using
sealed X-ray tubes we have to deal with the α1/α2 doublet lines. Using monochromators
with narrow line width and fine, e.g. long Soller slit systems the α2 line can be sup-

Fig. 3.11. Variation of FWHM versus 2Θ for quartz. The circles give the experimental FWHM values,
the solid line represents the least squares fit with the parameters R, S and T
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pressed to a large degree, however at considerable cost of intensity, and therefore ex-
periment’s time. There are mathematical procedures available, so-called line stripping
programs. The best approach to record high resolution diffraction patterns is using
monochromatic synchrotron radiation whenever it is available. Figure 3.12 shows the
comparison between sealed tube radiation, Cu Kα, and synchrotron radiation. The
conditions used here were what we can call “normal experimental conditions”.

3.2.9
High Resolution Powder Diffraction – Lattice Parameters

The accurate determination of lattice parameters has aroused the interest of crystallo-
graphers for a long time. A comprehensive treatment has been published by Wilson
(Wilson 1980). A serious attempt to compare the accuracy achieved in several labora-
tories in the world was sponsored by the International Union of Crystallography. Re-
sults have been published in 1960 (Parrish 1960). The main fact that emerged was that
the agreement among laboratories was only 0.01%, which was about one order of
magnitude lower than the precision claimed by the individual investigators and in the
literature. The systematic errors were much larger than the random errors. Another
open question was how to handle them in the various experimental methods. Two
papers address these problems in detail (Parrish et al. 1987; Hart et al. 1990). In both
cases experiments were made with synchrotron radiation on parallel beam powder
diffraction stations, one at the SSRL, Stanford Synchrotron Radiation Laboratory, and
the other at the Daresbury SRS synchrotron radiation source. Experiments with syn-
chrotron radiation allow the use of strictly monochromatic radiation, a decisive ad-
vantage against laboratory measurements.

Many problems arise in the spectrum of the X-ray tube used in the laboratory. One
major source is the angular separation of the Kα1,2 doublet and its variation with 2Θ.

Fig. 3.12. Five-finger triplet (212), (203), and (031) of quartz; a measured with conventional Kα radia-
tion and fitted with seven Lorentzian functions; b measured with synchrotron radiation
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The profile asymmetry is another cause of error in the peak-angle measurements. One
way out of most of these problems is in using synchrotron radiation parallel beam
diffractometry. This technique will significantly increase the reliability of lattice pa-
rameter determination. Such a series of experiments have been performed by Parrish
et al. (1987). They obtained patterns of very high resolution and used them to determine
lattice parameters for a number of crystals (Table 3.5) to a very high degree of accuracy.
The advantages of synchrotron radiation are obvious: Single wavelength, high inten-
sity, wavelength selectivity and parallel beam technique. Parrish et al. used two verti-
cal-scanning diffractometers, the first one for the silicon (111) channel monochromator,
and the second one for the flat powder specimen. The specimen was continuously ro-
tated around an axis normal to the surface to minimize crystallite-size statistical ef-
fects. One important experimental feature was a set of very long parallel slits: l = 100
and 365 mm. The full angular aperture of these slits was δ = 2tan–1(s/l), where s is the spac-
ing and l the length of the thin foils. With l = 100 mm the result was δ = 0.17°, and for
l = 365 mm it was δ = 0.05°. Figure 3.13 depicts the silicon powder pattern for 0.17° reso-
lution with λ = 1.0021 Å. The lattice parameter was calculated to a = 5.430825(20) Å.

The determination of peak positions is easier in synchrotron patterns, since the
reflections are symmetrical. Nevertheless the mathematical description of the profiles
is not necessarily standard. In this specific experimental setup for the 0.17° aperture
the best function to describe the profiles was the sum of two Gaussian curves at the
same peak angle. For the extreme long parallel slit system with 0.05° aperture a sum
of a Gaussian and a Lorentzian curve gave the best fitting. Figure 3.14 gives typical
reflections fitted with 75% Gaussian + 25% Lorentzian. As has been discussed before,
the correct mathematical description of the profile is mandatory for reliable data. As
has also been mentioned in synchrotron radiation experiments a double-Gaussian
sometimes gives the best results.

In the investigation by Parrish et al. (1987) with synchrotron radiation peak posi-
tions were derived by profile fitting to an accuracy of 0.0001° in 2Θ. The average val-
ues of ∆d/d = ∆a/a were directly calculated from the individual measurements. They
ranged from 2 × 10–5 to 5.7 × 10–5. For silicon a precision of 1 ppm was obtained with a
standard deviation of the mean in the range 10–6. The lattice parameters for quartz,

Table 3.5. Lattice parameters of some compounds determined by high precision measurements with
synchrotron radiation (T = 24.8 °C)
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for example, are a = 4.912392(36) and c = 5.403848(70) Å calculated from 29 peaks. This
means one part in 10 000, or about ±0.00001 Å. The average agreement between ob-
served and calculated angles was ∆(2Θ) = 0.0021°, which equals a maximum precision
of 0.002° of the peak position. The diffraction pattern for silicon, a = 5.430825(20) Å,
λ = 1.0021 Å, 0.17° resolution is depicted in Fig. 3.13.

In another set of experiments at the Cornell High Energy Synchrotron source
CHESS Hastings et al. (1984) have reported results of extreme halfwidth in order to
demonstrate possible applications of synchrotron X-ray radiation for high resolution
powder diffractometry. They used a monochromatic beam from a perfect Si(220) dou-
ble-crystal monochromator. Selected wavelength between 1.07 and 1.54 Å were taken
for the experiments. An analyzer crystal behind the sample in the diffracted beam
replaced the “receiving slit” and also eliminated fluorescence scattering etc. Analyzer
crystals were Si, Ge, LiF and Al2O3. The goal was to investigate resolution and inten-
sity characteristics. Using a Ge monochromator with λ = 1.54 Å he resolution ∆d/d at
2Θ = 30° was 5 × 10–4, falling to 2 × 10–4 at 2Θ = 140° with the Si(111) analyzing crystal.
Unfortunately this setup results in considerable peak asymmetry, which because of
the intrinsically high resolution is much more evident at low angles than in the case
of conventional diffractometers. With perfect Si crystals the resolution characteris-
tics is governed mainly by the vertical divergence of the beam, roughly 0.1–0.2 mrad.
The integrated reflectivity from a perfect crystal is rather low, since the intensity is
proportional to |F | rather than |F |2 from a mosaic crystal. Also the step width required
to record one diffraction peak must be extremely small, and consequently the time

Fig. 3.13. Silicon powder dif-
fraction pattern, 0.17° resolu-
tion, λ = 1.0021 Å
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needed to record a full pattern is rather long. In this case the step intervals were in
multiples of 0.00125°, which required 800 seconds or about 14 minutes per degree, if
we assume only one second per step. The halfwidth of the measured peaks was about
0.01° at 2Θ = 20°, compared to about 0.05–0.1° for a conventional instrument with
Cu Kα radiation. Results of least squares fit of calculated and observed 2Θ values of
20 peaks for Al2O3 data taken with the Si(111) analyzer gave α = 4.7584(2) Å and
c = 12.9903(5) Å. The difference between observed and calculated angles ∆(2Θ) was
on average 0.002°.

Following the previous high precision determination of lattice parameters in sili-
con at the SSRL in Stanford Hart and co-workers performed a second study at
Daresbury (Hart et al. 1990). This time they determined the lattice parameter of tung-
sten against silicon as an internal standard, yielding finally aW = 3.165188 (27) Å at
298 K. To avoid any possibility of drifts between runs the “internal standard”, or

Fig. 3.14. Typical reflections of the silicon specimen, fitted with 75% G + 25% L. Circles are experimental
points without smoothing Differences of experimental data and fitted profiles are shown at half height.
The FWHM exceeding 0.17° in (a) and (b), and 0.05° in (c) and (d) is due to wavelength dispersion
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“method of mixtures” technique was used (Klug and Alexander 1974). Tungsten is an
ideal material, free from strain. The sample had a particle size of less than 5 µm. It
was mixed with a sieved silicon fraction with a particle size 5–10 µm. The peaks were
fitted individually with a Pseudo-Voigt function with excellent agreement. Repeated
scans at the peaks were usually consistently fitted to 0.0001°

Conclusion

Both investigations (Parrish et al. 1987; Hart et al. 1990) show that lattice parameters
for powder samples can be measured to a few parts per million using synchrotron
radiation and parallel-beam X-ray optics. Unfortunately sufficiently accurate goniom-
eters are rare. However the synchrotron laboratories offer stations which fulfill these
requirements. Repeated scans (Hart and Parrish 1989; Cernik et al. 1990) show a re-
producibility of 0.0001°, and given adequate counting statistics. The error curve is al-
most linear over the 2Θ range 10 to 80°, a range most users wish to use for structural
studies and also for line broadening investigations.

3.3
Examples of Profile Fitting in the Two Stage Method

Some examples are given to demonstrate the wide range of applications of profile fit-
ting with different programs in connection with the Two Stage method. Shown are
examples of the application of PROFAN (Merz et al. 1990), of HFIT (Will and Höffner
1992; Höffner and Will 1991) and of FULFIT (Jansen E. et al. 1988). Shown in detail is
also an extensive methodical investigation with quartz, which was done in order to
check the power, but also the limits of the Two Stage method and POWLS, the pro-
gram to refine crystal structures with the data from profile fitting.

Most programs used for the analysis of powder diffraction data were designed for
main frame computers. Due to modern compilers and PC developments it is no prob-
lem nowadays to transfer established, large main frame refinement programs to per-
sonal computers. This is true for full pattern Rietveld routines and also for least squares
programs based on integrated intensities like POWLS. However working with those
programs on PCs is sometimes cumbersome because of lack of environment. This is
for example the generation of starting a data file, or the inclusion of graphic displays
of data files or patterns within the least squares programs. A publication by Jansen E.
et al. (1994b) addresses these problems and describes a package of auxiliary programs.
The programs are written in TurboPascal 6.0 and are aimed at IBM compatible PCs
with a graphic adaptor like VGA. The wide potential of graphic manipulations is used
to support the interactive operation at the PC.

3.3.1
Examples for PROFAN

PROFAN is an interactive program for on-line operation with a graphic display. It fits
preselected profile functions, Gaussian, Lorentzian, Pseudo-Voigt, etc., into experimen-
tal peak clusters, or individual resolved peaks. The program operates via menu selec-
tions. It begins with a smoothing routine based on a fast Fourier transformation fol-www.iran-mavad.com 
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lowed by background determination and subtraction. The profile fitting is performed
stepwise and interactive on selected peak clusters after segmenting the pattern manu-
ally into suitable 2Θ sections. The expected peak positions are marked by the cursor,
as indicated in Fig. 3.15 for the refinement of quartz. After each refinement step the
operator can judge by the difference line (at the bottom of Fig. 3.15b) whether all peaks
are properly accounted for, or additional peaks have to be added to the refinement.
The operator can also change the profile function, if necessary. In heavily crowded pat-
terns the FWHM parameter can be constraint. Figure 3.16 gives an example of a basi-
cally unresolved peak cluster of TbAsO4 measured with neutrons at 0.4 K. After sev-
eral steps and by adding additional peaks the cluster could be fitted with the six peaks
indicated. The six peaks used to describe the experimental pattern are satellite peaks
of a magnetic helical structure centered around the main peak forbidden in the nuclear
structure and consequently with zero intensity. The final result is indicated by the dif-
ference plot at the bottom.

A third example is given in Fig. 3.17 of another neutron diffraction investigation of
Tb0.33Y0.67Ag taken at 16 K. In this example the area around the (111) region proved to
be especially difficult to analyze because of considerable diffuse scattering under the
peak. Expecting a helical moment configuration the analysis began with a Gaussian
central peak with one satellite on each side, resulting in Rprof = 3.3% (a). Continuing
in (b) two satellites were placed on each side, with the FWHM still constrained. This

Fig. 3.15. Profile refinement of
a section of a quartz pattern
measured with synchrotron
radiation (data points); a indi-
cates the starting values by se-
lecting peak maxima with the
cursor, as marked by crosses.
The starting profiles are also
plotted; b depicts the resulting
fitting with a R-value of 2.0%.
The profile function has been a
Pseudo-Voigt function
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improved the picture to Rprof = 2.2%. All peaks in (a) and (b) are Gaussian. The dif-
fuse contribution coming from diffuse Laue scattering was first described in (c) by a
Lorentzian-shaped peak yielding Rprof = 2.0%. The final result is shown in (d) with
Rprof = 1.6%. This is basically the sum of (b) + (c). This findings show a gradual transi-
tion in the structure from long-range magnetic order resulting in satellite reflections
to a spin-glass behavior with decreasing x in TbxY1–xAg, as revealed in diffraction
patterns with different values of x. Diffraction patterns coming from such compounds

Fig. 3.16. Profile refinement of
a peak cluster of a section of
TbAsO4 measured with neu-
trons at 0.4 K. The FWHM was
constraint after calibration with
a standard sample. The best fit
ended with Rprof = 2.3%

Fig. 3.17. Profile analysis of a region around (111) of Tb0.33Y0.67Agwww.iran-mavad.com 
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can reliably only be analyzed with interactive profile fitting, especially if Gaussian and
Lorentzian shaped contributions are overlapping each other.

3.3.2
Examples for HFIT

HFIT has been developed for the analysis of in general terms “difficult” diffraction
patterns coming from experiments, for example with synchrotron radiation with the
specimen under pressure. Figure 3.18 shows the bloc diagram of HFIT: After input of
the data the program performs on request smoothing of the pattern via a fast Fourier
algorithm (Press et al. 1988). It then subtracts the background using orthogonal
weighted polynomials represented as Tschebyscheff-like polynomials. In deviation to
normal Tschebyscheff polynomials here each data point is given its own weight in order
to separate background and signal point. In abnormal cases, where the background
changes abruptly when going through an absorption edge, as shown in Fig. 3.19, Akima
polynomials are used (Akima 1970). As the next step the program asks the on-line
operator to divide the pattern into sections, e.g. zoning the diagram, similar to the
procedure in PROFAN. The sections are then searched each for peaks and fitted with
a preselected profile function. The profile refinement is based on the Levenberg-
Marquardt nonlinear least squares algorithm.

Fig. 3.18. Block diagram of
HFIT and logical flow scheme
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3.4
POWLS

3.4.1
Structure Refinement with POWLS

At this stage when using the Two Stage method we have integrated intensities of all
reflections of the diffraction pattern derived from the profile fitting procedure. In
addition we assume that the reflections are indexed. Those data are used as input val-
ues for the second step in the Two Stage method, for example for structure refinements.
For refinements of (basically known) crystal structures the very general program
POWLS (Will 1979; Will et al. 1983b) is used. Of course any other least squares pro-
gram may be adapted. POWLS has been used over more than 30 years with great suc-
cess in X-ray, synchrotron and neutron diffraction work.

3.4.2
The Program POWLS

POWLS (POWder Least Squares) is a re-iterative nonlinear least squares program based
on a first order Taylor expansion formalism (Hamilton 1964a). It is written in FOR-

Fig. 3.19. Section of the dif-
fraction pattern of silver meas-
ured with energy dispersive
synchrotron diffraction going
through the absorption edge of
silver with an abrupt change of
background
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TRAN and has been adapted for use on personal computers. A block diagram of the
program is shown in Fig. 3.20. Quantities designed as “observations” may be struc-
ture factors F(hkl), integrated intensities I(hkl), or any function of intensity, for ex-
ample in neutron diffraction. This makes POWLS for example especially useful in
neutron diffraction when dealing with magnetic structures.

POWLS is characterized by three main sections and the output routine:

� MODEL Definition and preparation of the structural model
� OBSERVATION Setup of the observations with its standard deviations and

correlations, if available
� REFINEMENT Performing the least squares refinement in several cycles
� OUTPUT Output

The refinement is carried out on a general observed quantity G(obs), a vector or a
one-column matrix with n components gi. The values G, actually G2, are defined by
the operator:

Least squares calculation: Σw (G2(obs) – G2(calc))2 = Minimum (3.11)

with (for example):

a G2 = I (Intensity)
b G2 = Σj F2

c G2 = Σ<q2>p2jF2 (for magnetic structures)

G can be any quantity. In common applications G are integrated intensities I(hkl)
of individual reflections, or groups of overlapping reflections, derived in the first step
of the profile fitting procedure. The handling of overlapping peaks or groups of peaks
are the main advantage of the program and this makes POWLS so powerful. In many struc-
tures, e.g. space groups we are confronted with intrinsically overlapping and unresolved
reflection with individual intensities, like (333) and (511) in cubic symmetry, or (10.1) and
(01.1) in quartz and similar structures. In other cases there are often occasions where
we wish to treat several reflections as a group, for example when we have strong or unac-
ceptable correlations in the first step of the profile fitting program, or if the experi-
mental conditions are such that the individual peaks are not resolved. This may occur
when we have poor data or poor counting statistics, for example due to sample size or
absorption, or when the step width in the experiment is too coarse for a meaningful pro-
file analysis. In such cases the program POWLS allows one to treat the overlapping re-
gion either as one observation or alternatively as a set of individual observations re-
stricted by correlations, known from the first step of the analysis, the profile fitting.

Sometimes it is preferred to use the reduced value ΣjF 2 as “observations” in the least
squares calculation, e.g. the intensities divided by the Lorentz and, if applicable, po-
larization factors, for example in refinements magnetic structures from neutron dif-
fraction experiments. Specific cases of neutron diffraction are treated later in this
monograph. Any type of parameter can be used. In addition to the usual positional
and thermal parameters, occupancy factors, magnetic parameters (for example mag-
netic moment value p and the moment orientation <q> in neutron diffraction), formwww.iran-mavad.com 
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factors, unusual descriptions of thermal motions, correction terms for preferred ori-
entation, etc., are common and are incorporated in POWLS.

The refinement is carried out on a general observation quantity G(obs) with the
components gi, which is approximated by a vector C = G(calc) or a one column matrix
with n components approximated by a similar vector C = G(calc) with the components
ci calculated from a set of parameters described by a parameter vector P with m < n
components pj. The quantity to be minimized is then in general terms

M = RTWR (3.12)

with R the vector of the residuals, with the components

ri = gi – ci(P) (3.13)

RT is the transposed matrix of R, and W is an (estimated) weight matrix similar to
that used in single crystal least squares procedures. W is proportional to the inverted
variance-covariance matrix of G.

Fig. 3.20. Block diagram of POWLS
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POWLS reduces the general nonlinear least squares problem to a linear form by
using a Taylor series expansion. We assume, that the original parameter vector P can
be replaced by a better parameter vector P' obeying the equation

gi = ci(P') + ri' (3.14)

with ri' the components of a remaining residual vector R' < R. The mathematical prob-
lem is to find the adjustment vector X given by

P' = P + X (3.15)

The first order Taylor expansion of ci about the point P gives

ci(P') = ci(P) + Σj(∂ci/∂pj)xj (3.16)

Defining a matrix A with the elements

aij = ∂ci / ∂pj (3.17)

and referring to Eqs. 3.13 and 3.14 we obtain

R = AX + R' (3.18)

This is an overdetermined system of linear equations, which can be handled by a
least squares formalism meeting the requirements of Eq. 3.11. This procedure is de-
scribed by Hamilton (1964), and leads to

(ATWA)X = ATWR (3.19)

This is the matrix equation formed and solved by POWLS. The Taylor series expan-
sion of Eq. 3.16 is an approximation and is valid only for small xj. In general, several
refinement cycles, normally only a few, 3 to 5, are necessary in order to find the best P.

In the cases treated here the gi are identical with the integrated intensities I(hkl),
or sums of I  in a group of unresolved reflections, or in some cases ΣjF 2. The gi are
derived from the profile fitting procedure in Step 1. They are not correlated, and there-
fore W is diagonal.

The quantity to be minimized is then in crystallographic terminology

(3.20)

where K is a scale factor. The proper weighting system used in POWLS is the inverse vari-
ance-covariance matrix calculated in the course of the profile analysis. When the gi are
not correlated, W is diagonal. The degree of correlation depends very much on the profile
analysis, and thereby especially on the intervals between the data points. High correlations
are encountered consequently when peaks are too close together. POWLS provides the
means to avoid such problems by treating overlapping reflections in the subroutine OLAPP.
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In most cases in practice the weight matrix W is not available. In those cases we
assume the components wi to be proportional to the reciprocal variances 1/σ2 of the
gi. Because of the unknown contribution from the background it is appropriate to add
a constant value, yielding

σ(hkl) = Constant + √I(hkl) (3.21)

The original version in 1963 was written for main frame IBM computers. Meanwhile
the program has been modified and especially it has been adapted to PCs. Refinement
of a data set of quartz for example now takes about 5 seconds. For a FORTRAN listing
of the program see Will et al. (1983a,b). There is information of the data input, infor-
mation on the parameter refinement switches and an example of a practical refine-
ment of α-quartz.

The program MAIN first reads the input data and organizes the program with re-
spect to the subroutines. A subroutine XTAL organizes the calculation of the struc-
ture factors F(hkl) for all reflections allowed by the space group. Form factors are stored
in the computer and are calculated from tables taken from the International Tables
for X-Ray Crystallography. The crystallographic extinction conditions by symmetry
are calculated from space group conditions and are also permanently stored. The space
group number, together with a set of atomic coordinates is thus sufficient as input.

The structure factors are calculated in the problem oriented subroutine FUNNY,
where also the vectors of the reduced intensities G are determined. FUNNY is the cen-
tral subroutine of the whole program POWLS. It has a loop through all reflections al-
lowed by the space group conditions and a second loop through all the atoms per unit
cell. FUNNY also provides the user with the possibility to calculate (and refine), if
necessary, parameters not commonly used, like partial site occupancies or magnetic
properties in neutron diffraction. It then calls PRECOR, which is designed to make
corrections for preferred orientation, i.e. “non-random” particle distribution in the
specimen (see Sect. 3.5), and OLAPP to calculate theoretical intensities with the choice
to lump together overlapping reflections, may it be intrinsically like (333)/(511) in cu-
bic or (10.1)/(01.1) in crystals with rhombohedral symmetry, or in cases of a small group
of very closely spaced reflections to be separated by profile fitting only with large cor-
relations.

WEAST is a weighted least squares routine and SMI a symmetric matrix inversion
routine. This finally goes to OUTPUT to put the refined data in an output file and/or
print the results.

For the refinement residuals a R-value is calculated. The correct structural refine-
ment residual is the so-called Bragg R-value close to the residual R used in single crystal
diffractometry. Only the Bragg R-value gives a reasonable judgement of the refinement.
For a detailed discussion of R-values we refer to Sect. 3.6.

3.4.3
Preparation of a Model Structure

The preparation of the model structure is achieved through the subroutine PREPAR
controlling the following five subroutines LATICE with RCELL, RDSYM, INDEX with
EXTN, ORDER and MULT (see block diagram, Fig. 3.20).www.iran-mavad.com 
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� LATICE reads the cell parameters, in direct or reciprocal values, and the wavelength.
For X-ray data with the symbols of the X-ray tube, like Cu, Mo etc. are sufficient. It
calls RCELL for calculating reciprocal cell parameters, if needed

� RDSYM (for read symmetry) reads a space group number for the space group given
by the operator and steers the access to the data file containing the symmetry infor-
mation taken from the International Tables for X-Ray Crystallography. RDSYM cal-
culates a complete set of symmetry positions including centrosymmetric values for
possible further application in magnetic structure analysis for neutron diffraction
work

� INDEX generates the Miller indices hkl for the corresponding Laue group (taken from
RDSYM). It saves those which are not affected by extinction rules defined in EXTN

� ORDER orders the Miller indices according to decreasing d-values
� MULT calculates the appropriate multiplicity values for each index triplet (hkl)
� PREPAR performs the calculation of trigonometric tables and reads the parameters

P necessary to describe the model: They include the scattering lengths for neutrons
or form factor tables for X-rays, which are already stored permanently in a separate
data file. This form factor file can be ignored and substituted by individual form factor
tables. Next are starting parameters for the atomic positions, temperature factors and
several overall parameters like the scaling factor or a parameter for calculating pre-
ferred orientation

� PATCH enables the operator to include constraints between parameters for exam-
ple with symmetry related positions or temperature coefficients. This is similar to
the Busing-Levy original least squares programs used for single crystal structure
analysis. With these informations a list is generated and printed containing hkl, 2Θ
positions, d-values and model intensities

The intensity calculation of C(P) itself is done in the subroutine FUNNY with sev-
eral additional and individual subroutines defined by the operator according to the
problem to be solved. The schematic flow diagram of FUNNY is shown in Fig. 3.21.
First an outer loop runs over the involved reflections described by an index vector h
(= hkl). The structure factor F(h) is calculated as

(3.22)

With the index j summing up all atoms of the unit cell, fj the form factor or neutron
scattering length, xj the positional vector and Bj the matrix describing the anisotropic
vibration. For convenience the calculation of F(h) is split up into two loops:

(3.23)

Loop 1 Loop 2

The first summation p is over the Wyckoff positions p. It is performed in the subrou-
tine FUNNY and includes the summation over the corresponding symmetry-equiva-
lent positions s in the subroutine CALC. The scattering intensities are calculated as
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I(h) = Sc Mu(h) Lp(h) Po(h) |F(h)|2 (3.24)

with:

� Sc: defining a scale factor
� Mu: the multiplicity of the reflections (taken automatically from the international

tables stored in the program)
� Lp: the Lorentz-polarisation correction depending on the diffraction geometry

and stored in the program (it can be selected by setting the appropriate switch
in the input file)

� Po: the preferred orientation correction performed by the function subroutine
PRECOR

3.4.4
Observations

This second part of POWLS is activated when the program is used for structure re-
finement from the observed intensities. Thereby POWLS is independent of the method
by which these intensities have been obtained: By profile analysis and profile fitting,
by individual integration or just by estimation, taken for example from the peak heights.

Fig. 3.21. Schema of the sub-
routine FUNNY
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This is a major advantage of the Two Step method compared with the Rietveld method.
Even taking values from the JSPD powder files gives in general good results, and it
may indicate besides other factors the quality of the data in the file. The observed val-
ues are processed using information from the user about experimental error margins
and about correlations coming mainly from overlapping and unresolved reflections.
All reflections hkl of the structure allowed by symmetry and space group are calcu-
lated by the program, independent of observed or not observed and printed in a first
run. They are individually numbered in the output of PREPAR. Non-observed reflec-
tions are in structure refinements a sensitive indications about the correctness of the
structure, since non-observed reflections must be calculated at least as very weak in
the refinement. They are now attached in the input file by the user to the observations
by assigning the (hkl)-number(s) to the corresponding observation. Error margins may
be assigned to each observation. When correlations between reflections are available,
for example from a profile fitting program, they should be used as an input. Error
margins and correlations are processed to calculate a non-diagonal weight matrix W.
In a final list the observation are printed together with the attached hkl-numbers.

3.4.5
Refinement

With the informations about a structural model and the observations available the
actual parameter refinement begins. N cycles, defined at the start, are processed. There
is a parameter switch for each cycle indicated in the “switch card”, so the parameters
can refined stepwise individually. As a rule, the first two cycles should be limited to
refine just the scale factor, which by this procedure can be set in the INPOUT file as a
coarse value. The number of activated switches determines the dimension of the ac-
tual refinement calculation.

In order to calculate the intensities ci of the model for forming the matrix C the
MAIN program activates the subroutine FUNNY to obtain individual model functions
with respect to the parameter matrix P. The residual matrix R = G – C containing the
deviations between the matrix G of the observations and the model matrix C is stored
for further use in the next cycle.

The calculation of the partial derivatives is performed by changing the parameters
to be varied one by one by small increments ∂pi and forming a neighbour matrix C'.
The partial derivatives ci defined by (ci'–ci)/∂pj are stored in the matrix A.

Knowing A, R and the weight matrix W the subroutine WEAST is activated to cal-
culate the matrix N = ATWA of the normal equations and the vector Y = ATWR. For
solving the equation NX = Y the subroutine SMI performs a matrix inversion N to
N –1. The matrix of the parameter adjustments is obtained by X = N–1Y.

3.4.6
Preferred Orientation

Powder diffraction is based on a statistical distribution of many crystallites. To deter-
mine the true relative intensities a completely random orientation of the crystallites
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is required by theory. Specimen with completely random orientation however are hard,
if not impossible to prepare. Therefore corrections are necessary. After taking precau-
tions and care in the preparation of the specimen and in the experiments a mathemati-
cal correction is necessary in the course of the refinement and such corrections are
provided in all refinement programs in use. POWLS allows to make corrections in a
subroutine called PRECOR, where a quantity GP is added to the list of variables. POWLS
has three formulas available listed in Sect. 3.5.3.

On the basis of a modified version of POWLS Valvoda et al. (1996) have tackled the
problem of correcting for preferred orientation of crystallites by using a simple em-
pirical function. This treatment is useful and has been applied for strongly textured
materials, especially with fiber texture in the specimen. They call their method “joint
texture refinement”. The method is based on simultaneous fitting of calculated
intensities to the whole set of intensities measured at several inclinations χ of the speci-
men. The method has been applied to brucite, Mg(OH)2, and to a thin film specimen
of zinc.

Zinc had a strong (001) fiber texture. Taking measurements at the ordinary Bragg-
Brentano geometry, χ = 0, only two reflections 002 and 004 were visible. Two further
measurements were taken at χ = 35 and 46°, which are the angles of the (103) and
(102) planes with respect to the (001) plane and these measurements enhanced the
intensities from these two planes. The texture could then be determined with a modi-
fied program POWLS yielding the texture parameters and good agreement between
I(obs) and I(calc). The R-Bragg values were between 0.53 and 1.38% for the three meas-
urements.

3.5
Specimen and Preferred Orientation

3.5.1
Specimen Preparation

It is evident that the preparation of the specimen is crucial for achieving good re-
sults. It is a difficult art and it requires a great deal of patience to prepare speci-
mens of suitable quality. Time spent on specimen preparation is well spent. A fail-
ure in the specimen can not be compensated by computational corrections after-
wards.

Ideally there should be a sufficient number of randomly oriented crystallites in the
specimen to provide correct intensities for all reflections. The effective number hav-
ing the correct orientations is determined by

� particle size,
� multiplicity factor, and
� instrument geometry.

Only about 0.1 cm3 volume takes part in X-ray powder diffraction. Because in
the Bragg-Brentano geometry, which is normally used, the surface layer is the main
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contributor of the diffraction, the final surface finish is an important factor. Also
inter-particle micro-absorption can exert a major effect on the results. Particle size
is above all the crucial parameter. Small particles in the range of 5 to 10 µm are
required for good results. Even smaller particles of 1 µm are still better, if they can
be obtained. It is realized that it is difficult to extract particles of that fraction from
a sample, but it can be obtained. For the results shown in Figs. 3.34 and 3.36 the
silicon powders were sifted through 5, 10, 20 and 30 µm micromesh using an acous-
tic sifter to provide the shown size fractions. It can be done for example by inten-
sive grinding and sedimentation in water in the case of quartz (see Will et al. 1983a).
A technique used by Parrish et al. (Will et al. 1983a) in an investigation of quartz
fine grained specimens were obtained by intensive grinding and sedimentation in
water.

3.5.2
Random Distribution

Powder diffraction is based on a statistical distribution of many crystallites. To de-
termine the true relative intensities a completely random orientation of the crystal-
lites is required. Such specimens however are hard, if not impossible to prepare.
Therefore precautions are necessary in the experiments and corrections through
calculations must be made in the evaluation. This difficulty is not restricted to pow-
ders with good cleavage, like mica or calcite. In any specimen there will be some de-
viation from a perfectly random particle distribution. This we prefer to call “non-
random distribution”. It will always be present, even in samples such as silicon or
quartz.

For the ensuing discussion we must distinguish three border line cases:

� Real texture in the sample, for example in rolled metal sheets or in rocks. Here the
crystallites show a distribution depending on the treatment of the sample, for ex-
ample by rolling, or on conditions during crystallization or metamorphism in rocks.
This is a special line of science named “texture analysis”. Example are presented in
Sect. 3.9

� Preferred orientation in its true sense is in general the result of cleavage properties
in the crystals, which is found for example in some minerals like mica, calcite, dolo-
mite, feldspar etc.

� Non-random distribution because it is impossible to achieve 100% randomness in
the specimen

The goal of powder diffraction analysis is the determination of the diffracted
intensities as accurate as possible. Since in reality we have deficiencies in the speci-
men, a number of steps have to be followed:

� Specimen preparation must be very careful with small uniformly distributed parti-
cles around 5 µm. Spherical samples would be the best approach to a random distri-
bution. Several techniques are proposed for creating “nearly random” samples, like
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the one proposed by Snyder (personal communication in 1990). But his prescriptions
are difficult to follow on a routine basis

� Experiments: Rotation of the specimen, be it flat as in Bragg-Brentano geometry, or
cylindrical as in Debye-Scherrer technique, is actually mandatory in order to reduce
preferred orientation at least to some degree. This will improve the problem in one
dimension, but not solve it

� Corrections in the data evaluation or in structure refinement

3.5.3
Calculational Corrections

Corrections during the refinement have already been proposed and provided by
Rietveld in his first program version. Today every least squares structure refinement
program has such provisions. The program POWLS has provisions for corrections in
a subroutine called PRECOR, where a quantity GP is added to the list of variables.
During the refinement intensities are calculated as

I(corr) = I(obs)P(Φ) (3.25)

P(Φ) is a parameter to correct the observed intensities for “preferred orientation”
effects. For such corrections three formulas are offered:

� Gaussian (Rietveld 1969)

P(hkl,Φ) = exp(–GPΦ2) (3.26)

� Exponential (Will et al. 1983)

P(hkl,Φ) = exp(GP(π/2 – Φ2)) (3.27)

� Dollase (1986)

P(hkl,Φ) = (GP 2cos2(Φ) + sin2(Φ) / GP)–3/2 (3.28)

GP is the correction parameter, which is a variable in POWLS, Φ is the acute angle
between the scattering vector, defined by (hkl), and a vector (HKL) defined by the
operator as the “preferred orientation” vector. In X-ray diffraction with flat samples
Eq. 3.27 will be valid, where we assume crystallites with their axis vertical to the scat-
tering vector (Bragg-Brentano geometry). Equation 3.26 assumes crystallites in cylin-
drical sample holders (neutrons).

Equation 3.28 was proposed by Dollase (1986). It gives the best results, if considerable
corrections are required, for example with specimens containing for example calcite or
other crystals with pronounced cleavage properties. The formalism by Dollase is
based on a paper by March (1932), who already in 1932 considered this problem and
derived a formula for correction. Equation 3.28 leads to good results when sizeable
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preferred orientation is encountered, even unintentionally. See for example Will et al.
(1988b).

The correction depends naturally on the scattering angle 2Θ, but also on the ori-
entation of the reflecting plane (hkl) with respect to a plane (HKL) defined as the “pre-
ferred orientation” plane. Except in crystals with known cleavage planes, this plane
(HKL) is not known beforehand and must be found by “trial and error” until the low-
est R-value is obtained. Will and Parrish (Will et al. 1983a) studied this phenomena
with silicon and quartz. Table 3.6 gives results for the case of a silicon specimen. Here
all possible planes were checked, including planes not allowed by symmetry, with the
results shown. (HKL) = (100) gave finally the best value with R = 0.86% versus R = 3.5%
without correction.

That the term “preferred orientation” is misleading, or is even wrong, can be seen
in the specific case of two silicon specimens, which were prepared from a sample pro-
vided by the National Bureau of Standards as Reference Material 640. Both specimens
used fractions of the same sample which passed through 10 µm micromesh (Parrish
and Huang 1983). The two specimens were independently prepared and measured and
refined. In the first case, listed in Table 3.7, the R-value could be brought down from
R = 4.4% to R = 0.74% by correcting the intensity data by a quantity GP of Eq. 3.27.
This was surprising first because no cleavage plane exists in silicon, second and more
over the “preferred orientation plane” was found as (111). And thirdly in a second speci-
men from the same sample the “preferred plane” HKL was (100) with R = 0.86% ver-
sus 3.5% before correction (Will et al. 1983a). There is no scientific basis behind these
planes found. The name “non-random distribution” is appropriate. The structural pa-
rameters are not affected by the correction.

3.5.4
Crystallite Size Effects

Particle size is a further fundamental and critical factor affecting absolute and rela-
tive intensities contributing more than any other factor to the effect of “non-random
distribution”. This is especially critical in Bragg-Brentano geometry, which is based
on a divergent beam impinging onto the flat specimen, and then being focussed onto
the detector. Only about 0.1 cm3 volume takes part in X-ray powder diffraction, and
in the Bragg-Brentano geometry the surface layer is the main contributor. The prob-
lems arise from large particle sizes and micro-absorption. It requires therefore a great
deal of patience to prepare samples of suitable quality. As discussed rotation of the
specimen is a first and mandatory provision to obtain reliable intensity data. But sec-
ond the size and size distribution of the particles in the specimen is of similar impor-
tance. It will become even worse when using synchrotron radiation because of its high
collimation.

To demonstrate this effect specimens with different particles sizes were studied, first
in the laboratory with Cu Kα X-rays. Figure 3.22 shows the variation of peak intensities
of the (10.0) peak for four quartz specimens when rotated around the azimuth orien-
tation φ at a reduced speed of 1/7 r min–1. The peak intensities vary drastically in the
way as large particles not removed by sifting come into reflecting position and lead-
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ing to high spikes. In the usual rapid rotation of about 60 r min–1 this effect is smeared
out but nevertheless present.

Figure 3.23 depicts a series of similar recordings of intensity variations of silicon
specimens from samples with different grain sizes rotated fast and slowly around the
specimen normal. With fast rotations as in common experiments (at the right side of the
patterns) this effect is smeared out, but naturally is still present giving incorrect
intensities despite rotation. Rotation averages the in-plane preferred orientation, al-
though it has virtually no effect on the preferred orientation parallel to the specimen
surface. Mathematical corrections are needed to reduce this deviations. This effect is
even worse when using synchrotron radiation because of the high collimation and this
is demonstrated in three representative recordings in Fig. 3.24. With particles of 5 µm
or smaller there is basically no effect. Larger particles on the other hand can give ex-
tremely high spikes.

Table 3.6. Result of the refinement of silicon by including a correction for “preferred orientation” in
POWLS. (HKL) is the plane treated as the “preferred orientation” plane

Table 3.7. Intensities I(obs) and I(calc) without and with correction for “preferred orientation” in the
silicon sample S12. (111) is taken as the direction (HKL) for the plane treated as the “preferred orienta-
tion” plane
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3.6
R-Values

3.6.1
General Remarks

To judge the quality of analysis and structural calculations one requires a generally
accepted quantity. In crystallography this is the R-value, which we may call a residual
index (less desirably a reliability index) (Stout and Jensen 1970):

(3.29)

In single crystal structure analysis this quantity is defined and calculated as the
differences between calculated and observed structure factors F(hkl). Unweighted and
weighted values are used, R and Rw, with w the weight w = 1 / σ 2 and σ the e.s.d (esti-
mated standard deviation) to consider experimental uncertainties.

Equation 3.29, as used in the refinement of single crystal data, is a straight forward
calculation without ambiguities. With the advent and the continuing interest in crys-
tal structure refinement from powder diffraction data and later also in crystal struc-
ture analysis of unknown structures researchers began to present their results with
the same, or at least similar reference numbers. So we find R-values in all publications,
unfortunately however with very different and quite arbitrary definitions. It must be

Fig. 3.22. Effect of particle size on the intensity of the quartz peak (10.0) during slow azimuth rotation
φ, measured with Cu Kα X-rays
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pointed out that R is a number, calculated from observed and calculated values. It is
neither a parameter nor a factor. A factor is a number in an equation. This is not the case
here. So the term “R-factor” as it is sometimes called is wrong and must not be used.

3.6.2
R-Values in Powder Diffraction

When the quality of structural data from powder diffraction was discussed, authors
took reference to this well known single crystal R-values, shown in Eq. 3.29. However
there is a conflict and occasionally confusion about how to define this values in pow-

Fig. 3.23. Recordings of intensity variations when rotating the specimen during slow azimuthal rota-
tion. Shown are recordings for several reflections of a silicon specimen measured with Cu Kα X-rays.
At the right side the recording with the general fast rotation is depicted
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der diffractometry. In single crystal work the concept is straight forward since struc-
ture factors, observed and calculated ones are compared. Using the same definition in
step scanning patterns, we have a different situation. In Rietveld calculations the data
are yi(obs) and yi(calc), observed and calculated counts for each step of a diffraction
pattern. Here the number of scanning steps and therefore of observations is huge,
hundreds to thousands. Since the number of observations enter the calculation of the
R-value in the denominator the R-values, and also the estimated standard deviations
of structural parameters are necessarily low. These discrepancies have been recognized
quite early and have been discussed repeatedly, for example by Haywood and Shirley
(1977), Sakata and Cooper (1979), Scott (1983), Prince (1985), or by Taylor (1987). A
detailed discussion of R-values has been presented by Jansen E. et al. (1994a). It must
be discussed therefore in more detail.

3.6.3
Background

The main reasons for many discrepancies are found in the treatment of background.
Reliable determinations of integrated intensities require a good knowledge of the back-
ground. This is especially important with powder patterns, where we may have amor-
phous contributions. Or in synchrotron diffraction in the energy dispersive mode,
where we observe commonly a background which is in general not a smooth line. In
good powder diffraction applications the background must be separated from the crys-
talline contributions before structure refinement or analysis. It influences the quality
of the data and the ensuing refinement and most serious it has considerable influence
on the calculated R-values, which are taken as a standard for the quality of the analy-

Fig. 3.24. Effect of particle size on the intensity of the Si(111) peak during slow azimuth rotation φ,
measured with highly parallel storage ring synchrotron X-rays
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sis. These difficulties and ambiguities do not occur in the Two Stage method, where first
integrated intensities are determined by profile fitting. They are then used for the crys-
tallographic calculations. This method approaches therefore single crystal quality.

3.6.4
Dealing with Background

The background in powder diffraction patterns is best described by one or several
polynomials. This has been discussed in Sect. 3.3 in connection with profile fitting.
In one specific case when analyzing synchrotron energy dispersive diffraction
diagrams Lauterjung described the background by a sum of n orthogonal polynomi-
als (Lauterjung et al. 1985). It may be recommended as a general and good approach
especially in energy dispersive synchrotron experiments, where the background
changes considerable with energy. In these patterns the background is determined by
the spectral distribution of the primary beam, by the energy dependent absorption in
the specimen (for example when the energy is going through an absorption edge) and
by diffuse scattering of the phonons. The background then varies slowly with phonon
energy. Lauterjung in his program used a modified formalism of a method given by
Steenstrup (Steenstrup 1981) with n polynomials up to order five. Figure 3.25 shows
as a representative example the diffraction pattern of the high temperature phase of
MnSO4 taken at 460 °C. The variation and adjustment of the background shows up
clearly. In this specific case it was described by a polynomial of order five. Because of
the closeness of diffraction peak, here as in many other problems, the Rietveld way
with footing marks between the peaks would not give acceptable results.

3.6.5
Background in Rietveld Programs

Rietveld in his original version subtracted the background before the actual refine-
ment by defining a polynomial. The count rates yi which he used in his refinements
were therefore above background and the calculated R-values referred correctly to
measured intensities coming from the sample. The R-value was calculated as (Rietveld
1969; Young et al. 1982)

(3.30)

Since the first publication of the source code T418/419 by Rietveld (1969), many
authors have modified the code of the program in order to achieve a simple operation
and universal application. In some modern versions of the Rietveld programs the back-
ground is included without prior subtraction directly in the least squares calculations
by manually setting footing marks defining areas of background between the diffrac-
tion peaks and describing it by a polynomial. These background sections are excludedwww.iran-mavad.com 
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in the Rietveld refinement. This procedure is still used today in most Rietveld pro-
grams. These modifications have often influenced the results, even if in many cases
the authors were unaware of them.

We have considered, and tested, two program modifications that we find in some
widely used Rietveld versions: The first introduces a more convenient treatment of
the background and affects the profile R-values, the second simplifies the estimation
of “observed” Bragg intensities, which has consequences for the Bragg R-value.

In the following we discuss these effects for a neutron diffraction pattern that was
measured in the course of a structure refinement of Ba[O(H,D)]Br · 2(H,D)2O. The
diffraction pattern is shown in Fig. 3.26. It has been refined with a Rietveld program.
The differences are included in the box above. This sample, and example, is well suited
for our discussion, because we have a moderately high background originating from
incoherent scattering of hydrogen. We always used the same model and did not refine
any parameters, neither structural nor instrumental. So the only differences are the
R-values given by the different programs.

The intensity values, i.e. the count rates used in such refinements and in the calcu-
lations of the R-values are then

Fig. 3.25. Diffraction pattern of MnSO4 collected with synchrotron X-rays at 460 °C
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yi'(obs) = yi(obs) + bi (3.31a)

yi'(calc) = yi(calc) + bi (3.31b)

with bi the estimated background contributions to the pattern, observed as well as
calculated. With this definition we arrive at a different, sometimes significantly modi-
fied R-value, including background in the denominator:

(3.32)

With poor counting statistics when the ratio signal to noise is low it is not without
consequences whether we are using Eq. 3.30 or Eq. 3.32. This arbitrariness and defi-
ciency has been recognized and pointed out quite early by Jansen and co-workers
(Jansen E. et al. 1989) and by Hill and Fischer (1990). It can be easily understood if we
look at Eq. 3.32: The differences |yi'(obs) – yi'(calc)| in the nominator are the same in
both equations, since the background contributions bi in Eq. 3.32 cancel each other.
The denominators however are drastically different in both equations depending on
the amount of background. Figures 3.27 and 3.28 demonstrate the calculation with
Eqs. 3.30 and 3.32, respectively. The data used are identical. The differences between

Fig. 3.26. Section of a measured and Rietveld-refined neutron diffraction pattern of
Ba[O(H,D)]Br · 2(H,D)2O. The high background originates from incoherent scattering of hydrogen.
Calculated reflection positions are given in the middle by marks. Differences between observed
and calculated count rates at the top
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observed and calculated count rates, shown in the upper boxes, are identical in both
figures. These differences represent the nominator in the two equations. Obviously the
result must lead to different R-values. For Fig. 3.28 R'Rietveld = 2.06%, according to
Eq. 3.30. In contrast for Fig. 3.27 and Eq. 3.32 R'Rietveld = 19.86%, the “true” R-value.

Fig. 3.27. Profile refinement as in Fig. 3.26 where only count rates above background are considered.
R = 19.86%

Fig. 3.28. Profile refinement as in Fig. 3.26, but including background. R = 2.06%
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3.6.6
The Profile R-Value

We must distinguish R-values describing the goodness-of-fit of the profiles, RPF, or
Rprofile, or Rp (profile fitting R-value), and R-values based on the resulting crystallo-
graphic parameters, i.e. atomic coordinates etc., obtained through least squares cal-
culations, RBragg. Unfortunately those values are often mixed up and named just
“R-value”.

The profile R-values are calculated (correctly) from the differences between yi(obs)
and yi(calc) at the observed step-scanning points ∆(2Θ), prior to any crystallographic
calculation or refinement. It may be calculated for a single peak, for a cluster of peaks
or for the entire pattern, like in the program FULFIT. The goodness of the fit is conse-
quently expressed by a profile R-value. This profile R-value depends essentially on the
absolute number of counts yi(obs). This is reasonable when considering only count-
ing statistics and assuming pure Bragg scattering. In practice however, the observed
counts contain a certain amount of background scattering originating from the sam-
ple, i.e. incoherent scattering, and from the instrument, for example detector noise.
The background adds to the Bragg scattering but of course is independent of it. Con-
sequently, Rprofile-values calculated by Eq. 3.30 depend on nonstructural effects: the
higher the background, the better, i.e. the lower the R-value Rprofile. Thus it is possible
to obtain an excellent agreement index even with a poor diffraction pattern if it is
characterized by an unfavorable peak-to-background ratio. The mathematically cor-
rect R-values have lost their physical meaning.

A further aspect has to be discussed in connection with the total number of data
points used for the calculation of R-values. In recent versions of Rietveld programs
this depends on the profile widths and the treatment of the background. In Rietveld’s
original program (written for neutron diffraction data) only Gaussian peak profiles
were considered. The range around a peak position possibly may still contain Bragg
scattering. It is related to the half width, i.e. FWHM (full width at half maximum). This
is taken into account by a fixed factor in the program, for example ±1.5 times FWHM.
The R-values calculated for Figs. 3.27 and 3.28 are based on this consideration. Later
Rietveld versions can handle peak profiles other than Gaussian, for example Lorentzian
or Pseudo-Voigt with broader contributing ranges by changing this “width factor”.
When the width factor is changed, in our example from 1.3 to 3.0 for instance, Rp will
increase from 19.86 to 20.85% (Eq. 3.30), and R'p decrease from 2.06 to 1.99% (Eq. 3.32).
When the automatic background fitting facilities of modern program versions are used,
all point are included in the refinement and consequently also in the R-value calcula-
tion. This is the shaded area in Fig. 3.27. This diagram with data based on all data points
leads to a calculated profile R-value Rp = 21.63% (without background), and R'p = 1.93%
(including background counts). This difference demonstrates how published R-val-
ues have to be looked at with some suspicion.

In the denominator, large numbers yield automatically low R-values, and such val-
ues are therefore misleading. It has been recognized and discussed, for example by
Haywood and Shirley (1977), Sakata and Cooper (1979), Scott (1983), Prince (1985), or
Taylor (1987). The other problem is the inclusion, or omission, of the background. A
high background will automatically lead to small differences between observed andwww.iran-mavad.com 
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calculated values and again to a misleading low R-value. Both deficiencies therefore
lead often to severe deviations from the true values.

3.6.7
The Weighted Profile R-Value

The function to be minimized in the least squares profile refinement routine is

(3.33)

with wi the weights taken from the experimental error margins. This is usually the
Poisson counting statistics taken as wi = 1 / yi'(obs). It should be emphasized, that the
experimental standard deviations of the observed counts yi'(obs) and thus the weight
parameter wi depend on both Bragg scattering and background. Accordingly, the agree-
ment index of the profile fit without background is then expressed by

(3.34a)

or, when the background is (wrongly) included in the counts

(3.34b)

Another value often calculated is the so-called “expected profile R-value” Rexp, which
indicates a possibly attainable limit for Rwp by considering only pure statistics in the
nominators of Eq. 3.34. With n the number of steps, i.e. the intensity values, and m the
number of refined parameters, the definitions are for Rexp after background subtrac-
tion and R'exp including background in the observed intensities.

(3.35a)
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(3.35b)

A summary of the profile R-values obtained with the test example is given in Ta-
ble 3.8. It reveals very convincingly the strong effect of background. In order to avoid
unreasonable values in R and to exclude nonstructural effects, the calculation of pro-
file R-values, RPF, should be performed with the pure Bragg scattering data yi(obs),
i.e. after subtraction of background. This is the case by definition when the refinement
is performed with POWLS in the Two Stage method.

3.6.8
The Bragg R-Value

Judging the quality of the structure refinement and the obtained crystal parameters,
especially atomic positional parameters, temperature factors, occupation factors etc.,
the so-called Bragg R-value RBragg is the important value, and this value is more im-
portant than the profile R-value. The Two Stage method and the program POWLS cal-
culates only Bragg R-values. A real value RBragg is based on integrated intensities and
is defined accordingly to

(3.36)

I(obs) and I(calc) are respectively observed and calculated integrated Bragg
intensities (without background). The summations run over all Bragg reflections. It
must be remembered that in Rietveld refinements values I(obs) are not available; they
are not necessary for the refinement procedure because model and observations are

Table 3.8. Profile R-values (in %) obtained by Rietveld refinement of the neutron diffraction pattern
of Ba[O(H,D)]Br · 2(H,D)2O shown in Fig. 3.26. Shown is also the influence of the integration width
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compared directly on the basis of step intensities. Nevertheless all Rietveld program
versions supply an agreement index RBragg.

The estimation of observed integral intensities in overlapping peaks in Rietveld
programs is done by decomposing the observed counts yi(obs) according to the shares
of the calculated Bragg intensities I(calc) and distributing them in this ratio as the
yi(calc) contribute to the corresponding I(calc) values. Each yi(calc) then consists of
contributions pi,j(calc) according to

(3.37)

Figure 3.29 shows the composition of the pattern in our example. The shaded
(Gaussian) areas represent Bragg intensities, which make up the diagram. Because of
overlap some Gaussians look distorted. The contributions pi,j(calc) in Eq. 3.37 are shares
of Bragg intensities Ij(calc) :

(3.38)

Analogous to this summation, the so-called “observed” integrated Bragg intensities
I(obs) in the Rietveld formalism are calculated accordingly to

(3.39)

In order to obtain pi,j(obs), a proportionality relation is assumed:

(3.40)

The Bragg R-value RBragg according to Rietveld’s original version is then

(3.41)

Figure 3.30 depicts a graphic visualization of the Rietveld “observed” and calculated
intensities which were used for the calculation of RBragg according to Eq. 3.41. For this
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estimation of I(obs) it is necessary to store the values pi,j(obs) in the course of the cal-
culation.

Difficulties and discrepancies arise when some program versions try to obtain the Bragg
intensities in a simplified manner. By analyzing the source code of such programs one
finds that the evaluation of the “observed” intensities I '(obs) is done on the basis of
integrated step intensities under the assumption that the relation of Eq. 3.42 is valid:

(3.42)

Fig. 3.29. Composition of the calculated pattern of Fig. 3.26 from the calculated Bragg intensities, spread
over Gaussian peak shapes. Some peaks are partly overlapped and the Gaussian shapes look therefore
deformed

Fig. 3.30. Representation of “observed” and calculated Bragg intensities in the cluster between 19 and
23° of a diffraction pattern measured with neutrons. Shaded areas show the “observed” (top) and calcu-
lated intensities (bottom), which determine the R-value RBragg of Eq. 3.41
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The summation index k here runs over all measured data points that can contrib-
ute to the reflection j. When Ii'(obs) is introduced into Eq. 3.36 again another Bragg
R-value  R'Bragg is obtained, different from that of Eq. 3.43.

(3.43)

Figure 3.31 depicts the areas of Σyi'(obs) and Σyi'(calc), the areas which were used
in Eq. 3.43. It is obvious that these ratios tend to become 1 with increasing background
and widths factors; consequently, R'Bragg tends to become zero. R'Bragg is identical to RBragg

in Eq. 3.41 if and only if

i the background vanishes,
ii the reflections do not overlap, and further
iii the width factors are identical.

The tremendous difference between R'Bragg and RBragg is shown in Table 3.9.

Fig. 3.31. Representation of observed and integrated count rates in the cluster between 19 and 23°, similar
to Fig. 3.30. These areas determine the R-value R'Bragg of Eq. 3.43
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3.6.9
Conclusion

From this discussion we have to conclude:

� The profile R-values Rp, Rwp, Rexp are of significance with respect to structural re-
finements only if they are calculated from pure Bragg scattering, i.e. from background
cleaned intensities.

� Bragg R-values RBragg are highly dependent on the procedure in which “observed”
integrated intensities are estimated during the course of the program. When evalu-
ated on the basis of integrated counts, they are often artifacts and do not have the
meaning of R-values we know from single crystal data or from Two-Stage refine-
ments.

� These problems do not occur in the Two Stage method, since the program POWLS
is based on integrated intensity observations above background. Just like in single
crystal work. The R-values calculated in POWLS are therefore directly comparable
to single crystal R-values.

Finally to demonstrate the dangerous influence of background on the R-values
Fig. 3.32 shows the neutron diffraction patterns of Ba[O(H,D)]Br · 2(H,D)2O. In this
compilation Fig. 3.32a depicts the original, measured diffraction pattern with a value
R = 2.6%. In Fig. 3.32b 2 000 counts have been added artificially to the background
resulting in a lower value of R = 1.5%. In Fig. 3.32c 2 000 counts have been subtracted,
thus reducing the background. This last one, after subtracting the background, would
be the proper one and the profile R-value would be only 12.7%, in contrast to Fig. 3.34b,
where with a high background we have the totally misleading R-value of 1.5%. Table 3.9
summarizes this study.

3.7
Structure Refinement by the Two Stage Method

3.7.1
Refinement with POWLS

The Two Stage method with its origin in neutron diffraction has shown to be superior
to total-pattern fitting methods if we are confronted with unconventional structures,
unconventional diffraction techniques or environments with contaminating peaks.

Table 3.9. Dependence of Rprof
on background scattering
(see also Fig. 3.32)
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Fig. 3.32 a. Neutron diffraction pattern of Ba[O(H,D)]Br · 2(H,D)2O with different backgrounds; original
measurement, Rprof = 2.6%

Fig. 3.32 b. Neutron diffraction pattern of Ba[O(H,D)]Br · 2(H,D)2O with different backgrounds;
2 000 counts added, Rprof = 1.5%
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Such cases are found in neutron diffraction in the determination of magnetic struc-
tures. If those structures are non-commensurate or have a helical moment arrange-
ment which shows up in satellites, often very close to the main peak, it is not possible
to refine the structure by a full pattern approach without very extensive programming
adapted to the (likely) structure. Even pattern decomposition need extensive interac-
tion by the operator. Another uncommon case is found when position sensitive detec-
tors are used, and this is especially true in neutron diffraction, where there are com-
monly deviations from linearity. Other examples are found in cases with in situ high
pressure X-ray diffraction where there are always maxima from the sample holder, from
the pressure marker and from other containments. Such a case is shown in Fig. 3.9.
Also in the study of phase transformations under pressure (or also temperature) two
phases are in general present at the beginning of the phase transformation, which must
be separated for further analytical calculations, for example to calculate lattice param-
eters.

The Two Stage method has been extended since its beginning in 1962 by detailed
mathematical pattern decomposition procedures, as has been discussed in Sect. 3.3,
and also in Sect. 1.2. The profiles may be complicated and therefore must be analyzed
first on a standard material, like LaB6, which has been recommended for X-ray dif-
fraction. This is followed by the actual profile-fitting procedure. The structural pa-
rameters are then refined separately from instrumental variables, because profile analy-
sis as well as profile fitting are independent of structural informations. The profile
fitting or pattern decomposition yields a list of integrated intensities besides peak

Fig. 3.32 c. Neutron diffraction pattern of Ba[O(H,D)]Br · 2(H,D)2O with different backgrounds;
2 000 counts subtracted, Rprof = 12.7%
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positions and halfwidth. The structural parameters are refined in a manner analogous
to single crystal structure determination. The number of observations in the Two Stage
method is fixed at the (hkl) population. From this list of data the structure-relevant
information can be sorted out. This means only the peaks belonging to the structure
in question are used for further analysis.

For the decomposition of the patterns several programs are available worldwide,
like the one published by Pawley (1981). In our own working groups three programs
were developed and used: PROFAN (Merz et al. 1990), FULFIT (Jansen E. et al. 1988),
and HFIT (Will and Höffner 1992; Höffner and Will 1991) designed specifically for high
pressure synchrotron data. The crystal structure refinement program POWLS-80 (Will
1979; Will et al. 1983b) has been used in numerous applications. It is well documented
and the source code is included in the Appendix.

3.7.2
Examples Using the Two Stage Method and the Program POWLS

Determination of Incommensurate Magnetic Structures

For the determination of incommensurate magnetic structures the Rietveld method
in general fails completely. Only separating the peaks will lead to a solution. This is
true already if we are dealing with conventional linear magnetic structures, where
however in most cases the magnetic unit cell differs from the crystallographic unit
cell. If we want to use a Rietveld type program we do need a magnetic model first, and
also extensive modifications of the Rietveld routine, for example to calculate the mag-
nitude and direction of the magnetic moments. It becomes exceedingly difficult if we
are dealing with helical structures, where the moment arrangement manifests itself
through satellite peaks. Depending on the size of the helix, i.e. the unit repeat on rota-
tion of the magnetic moments, the satellites may be very close to the main peak, and
more over there may be more than one satellite. Such an example is TbAsO4 where
there is a very complex magnetic helical structure below 1.5 K (Schäfer et al. 1979;
Kockelmann et al. 1992a,b). Figure 3.33 shows in part the low temperature neutron dif-
fraction pattern with magnetic satellites. The pattern is characterized by a complex
scheme of seven satellite reflection, which cannot be interpreted by a simple spiral.
The successful profile analysis has been performed interactively with PROFAN by
adding one more satellite after the other which showed up in the difference diagrams,
after a complete satisfactorily fitting was reached. The final splitting, and profile fit-
ting, was then performed using the program FULFIT, which puts the corresponding
satellites at each main (nuclear) peak position (Fig. 3.33).

3.7.3
Comparison of the Rietveld Method and the Two Stage Method

How does the Rietveld method and the Two Stage method compare. If the applica-
tions are strictly refinements of crystal structures both must necessarily yield the same
results. A careful comparison is therefore useful. The present discussion is based on
the same experimental data. Available were two diffraction patterns of quartz, both
measured with synchrotron radiation at different wavelength and 1 year apart. Thiswww.iran-mavad.com 
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comparison refers only to structure refinements of the crystallographic parameters,
atomic positions and Debye-Waller factors. The results should come out the same, if
the two methods are applied properly.

Both data sets have been analyzed by the Two Stage method using the least squares
program POWLS; and in an identical way by the Rietveld full pattern method. For the
Rietveld refinement the program version DBW3.2 (Wiles 1982a) was used. It is well
documented and needs no further description.

The first data set was measured with λ = 1.0020 Å, step size ∆(2Θ) = 0.02° with an
angular range of 2Θ = 45 to 135°. To explore the influence of the size of experimental
data, that means the range of data in reciprocal space, the patterns were analyzed in
3 sections. The first section of the first pattern ranged from 2Θ = 45 to 75° (s = 0.60 Å–1)
with 31 peaks coming from 47 sometimes intrinsically overlapping planes. The program
POWLS has provisions to calculate intrinsically overlapping peaks individually and
include them in the refinement. The resulting parameters are listed in Table 3.10. Re-
finement was then extended to data from 2Θ = 45 to 105° (s = 0.79 Å–1), and finally to
the full data set up to 2Θ = 135° (s = 0.92 Å–1) with 157 resolved peaks from 280 Miller
planes. All results are shown in Table 3.10. They are in excellent agreement with a sin-
gle crystal study by Levien et al. (1980), who used 210 planes (see Table 3.15). The stand-
ard deviations from the powder data are about three times higher than from the sin-
gle crystal data, which has to be expected.

The second data set was measured with λ = 1.2823 from 2Θ = 15 to 115° (smax = 0.66 Å–1)
one year later but with the same specimen. In this case a smaller step width of

Fig. 3.33. Low-temperature neutron diffraction pattern of TbAsO4 with magnetic satellite splitting
analyzed by FULFIT (lines)

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



130 CHAPTER 3  ·  The Two Stage Method

∆(2Θ) = 0.01° was used together with improved experimental conditions, namely a
longer wavelength, a smaller step width, and also a narrower collimator system giving
much improved spatial resolution in the pattern. The halfwidth was now 0.08°. This
resulted in 72 well resolved peaks coming from 119 Miller planes. All peaks could be
separated very well by profile fitting. It is worth to note the intensity range of the peaks:
The peak height of the strongest peak, (101)/(011) was 35 494 counts, the weakest peak,
(222), had a peak height of only 5 counts. This is an intensity range of 7 000 to 1. The
integrated intensities together with the calculated values are listed in Table 3.11. The
individual profile R-values obtained with PROFAN are in the range 1.4 to 2.0%.

Also here the refinement calculations with POWLS were performed in three sec-
tions, beginning with a smaller, lower angle data set of 2Θ = 15 to 60° with the first 60 peaks
coming from 150 hkl planes, then 2Θ = 15 to 90° and finally the full data set 2Θ = 15 to 115°.
Interesting the best results were obtained with 40 observations from 64 hkl planes,
which resulted in R = 1.41%. (Not included in Table 3.10) With 8 variables the system
is already 5-fold overdetermined, therefore the limitation of the data set is well justi-

Table 3.10. Positional parameters, temperature factors B and R-values of quartz refinement calcula-
tions performed with the Two Stage and the Rietveld method in comparison for different angular range
extensions. Two patterns measured at different wavelength are analyzed

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



1313.7  ·  Structure Refinement by the Two Stage Method

fied. With the full data set up to 2Θ = 115° we have 72 observations and 119 Miller planes
and the system is 15-fold overdetermined. The resulting R-value is R = 1.68%.

The reason to collect the first data set with a short wavelength and out to almost
the limit of detection was done in the hope to improve the standard deviations in the
least squares calculations of the parameters by more observations. This turned out to
be not so, as can be seen from Table 3.10. The positional parameters did not change or
improve outside the error margins when more observations were included in the re-
finement. From the refinement of data sets in different and increasing segments it can
be concluded that intensities up to s = 0.7 Å–1 equivalent to 2Θ = 90° are sufficient to
reach good and reliable results. Remember the full range of the Cu-sphere is s = 0.65 Å–1.
Limitations are important if one has to consider the time allocated at a synchrotron
for the experiment. This is to a lesser degree also true for laboratory measurements.

Table 3.11. Comparison of observed and calculated intensity data for quartz determined by FULFIT
profile fitting and POWLS refinement
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Figure 3.34 depicts a selected part of the quartz diffraction pattern at high angles
after refinements by FULFIT and by Rietveld. As can be realized from the figures and

Fig. 3.34. Selected part of a quartz diffraction pattern measured with synchrotron X-rays. The upper
picture shows the results from profile fitting with FULFIT, the lower picture the results from the Rietveld
refinement (λ = 1.0020 Å)
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from Table 3.10 the quality is about the same and also the parameters are the same
within standard deviations. Both methods give the same results if correctly used. The
structure R-values, RBragg, also differ only slightly. The small differences are likely due
to the different handling of the background.

For the Debye- Waller factors on the other hand the results are improving if reflec-
tions of small d-values are included, i.e. if high angle data are included. This is under-
standable, if we remember that bonding effects contribute mainly to the reflections at
low diffraction angles and are negligible at higher angles. This is known and used in
deformation density studies, where the data sets are split into high order HO and low
order LO reflections. Powder diffraction is not the proper means to determine ther-
mal parameters.

Table 3.11 lists observed and calculated intensities derived by FULFIT, the profile
fitting program, and POWLS, the least squares refinement program. It seems neces-
sary to comment, that those are real observed intensities, directly comparable to sin-
gle crystal data. And only such intensities can be used for so-called ab initio structure
determinations. Intensities given after Rietveld refinements are artificial values, since
in overlapping peaks they are artificially divided.

In addition to comparing X-ray diffraction patterns some selected neutron diffrac-
tion data collected at the Jülich Research reactor DIDO are included in this compari-
son. Table 3.12 summarizes crystal structure data from three such investigations, re-

Table 3.12. Crystal structural data from three neutron diffraction measurements refined with the
Rietveld program (R) and with POWLS (P)
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fined both with the Rietveld program DBW3.2 and with POWLS. The table shows good
agreement between the two methods. In practice the decision to use one method or
the other depends strongly on the goal of the investigation and also on the quality of
the diffraction pattern. The Rietveld method turns out to be superior in cases of struc-
tures with strongly overlapping peak clusters because of the intrinsic structural con-
straints, and also if the same, or a similar compound is studied. Such an example is
shown in a series of structure refinements of the superconducting 1-2-3 compound,
YBa2Cu3O6.9, which has been studied in a series of several temperatures T = 16 K, 82 K,
92 K, 101 K, 183 K and 300 K (Schäfer et al. 1988). In this series the Rietveld routine
provides a straight forward strategy, since always the same parameters are included
in the refinement. The variation of the cell parameters was here of specific interest,
and with orthorhombic symmetry this was a straight forward refinement. Table 3.13
summarizes the results from this series.

3.7.4
Merits and Limitations of the Rietveld Method and the Two Stage Method

The merits of Rietveld’s method are found in straight forward conventional structure
refinements of common diffraction patterns. This holds

� if we are dealing with single phase substances
� if a model of the crystal structure in question is available
� if the background is simple and easy to be described
� if the profile function is known
� if the unit cell metric (and symmetry) is known approximately

The last two requirements: known profile function and unit cell metric, are condi-
tions sine qua non. In the total pattern or Rietveld refinement, a model must be pre-
sented to the program, and this model then describes every data point in the diffrac-
tion pattern. Without question this is very useful if the pattern is loaded with peaks
and it becomes especially true if we are dealing with low symmetry compounds or
large unit cells. In both cases we have many peaks close to each other which are some-
times difficult to separate by profile fitting methods. On the other hand in cases of
higher symmetry we have large sections in the pattern with a great number of unnec-
essary data points. This is “ballast” with no contribution to the structure. Also in these
examples, many peaks very close together, the definition of background is a serious
problem and is one deficiency of the full pattern refinement.

The two methods, Rietveld and Two Stage profile decomposition, are fundamen-
tally different in the case of determining structural parameters. Both are based on a
least squares calculation. In the Two Stage refinement the data are the set of decom-
posed intensities, which resemble a set of single crystal data. This should not be com-
pletely artificial if the decomposition process is effective. The Two Stage method should
approach the single crystal set as the refinement nears completion. The Rietveld data
are a set of step-scan observations yi, which is quite removed from a single crystal data
set. A good proportion of data is concerned with a few well-resolved (and usually more
coordinate sensitive) low angle reflections. It is therefore not necessarily true that the
error distribution is similar in the two cases and it is also possible that the weightingwww.iran-mavad.com 
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scheme used may result in a different statistical bias (see Wilson 1976). The data used
for Rietveld refinement are a set of step-scan observations yi, sitting on the background
Bi. Each observation is assigned a statistical weight

wi = 1 / σ 2(yi) + σ 2(Bi) (3.44)

where σ 2 is the variance of the appropriate quantity. Estimated standard deviations
(e.s.d.) in Rietveld refinements are in general quoted better than those from integrated
intensity refinements. It has been pointed out (Cooper 1983), that the quoted uncer-
tainties in Rietveld refinements may be unreliable because of systematic errors. The
reasons are not well understood. Pawley (1980) suggests that the e.s.d. calculated by
the Rietveld method should be multiplied by a factor in the order of 2 to 3. Since Bi is

Table 3.13. Crystal structural data for the 1-2-3 superconducting compound YBa2Cu3O6.9: atomic posi-
tions, isotropic temperature factors, lattice parameters a, b, c, halfwidth parameters U, V, W, zero-shift
of the 2Θ scale and R-values
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obtained by graphical means its variance is not known and is generally arbitrarily set
to zero. From this it follows that data, specifically e.s.d. derived by the Rietveld method
are only meaningful if the values yi used for the analysis are derived by subtracting
background values Bi beforehand.

3.7.5
Conclusion

In conclusion we find that both method lead to the same structural results, if applied
properly. On the other hand systematic differences are easily introduced into the analy-
sis of Rietveld refinements so that the values obtained for structural parameters will
not be exactly the same as those obtained from integrated intensity of the same data
(Sakata and Cooper 1979). Those differences in these values may not be statistically
significant for a fairly simple diffraction pattern, and it is possible that they may be
larger for more complex patterns. Also the standard deviations σ are determined in-
correctly in the profile refinement method. In most examples which have been con-
sidered by Sakata and Cooper (1979) they have been underestimated by a factor of at
least two. Especially the R-values are far too low and far from reality.

The situation is even more complicated when peaks overlap. In addition, it should
be noted that the calculation, i.e. refinement assumes that he intrinsic diffraction pro-
file, i.e. without line broadening by the sample properties, is independent of the struc-
tural parameters. If the intrinsic line broadening is significant, for example by small
particle size or internal strain, the possible variation of the structure factor with an-
gle needs to be considered.

The structural parameters (x, y, z, B) influence only the values of I(hkl) and it is
normally only these which are of direct interest. Thus for a single resolved peak each
intensity measurement on the profile gives an estimate of the same Bragg intensity
and gives different information concerning the profile parameters alone. Hence no
additional structural information can be gained by increasing the number of points
on the profile, other than which can be gained by an effective increase in the precision
of the determination of the Bragg intensity.

In ab initio structure determinations by “direct methods” powder diffraction reaches
a point where it is fully competitive with single crystal data. This means that an un-
known structure shall be solved ab initio from the diffraction data, and this does re-
quire separated intensities for every reflection. This can be achieved only with the (first
stage) in the Two Stage method. Then the common techniques like Patterson calcula-
tions, heavy atom method, etc. and also direct methods are used (see for example
Giacovazzo 1996).

3.8
Analysis of Quartz

Quartz is especially well suited to demonstrate and test the Two Stage method and to
find the best experimental conditions for getting the best results. At the beginning of
this project data were collected in the laboratory using sealed X-ray tubes with Cu Kα
radiation, later it was extended to synchrotron X-rays. For the crystal structure refine-www.iran-mavad.com 
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ment the program POWLS was used. Before any crystallographic problem can be ap-
proached three steps of equal importance must be dealt with:

� sample preparation
� experimental setup and experimental conditions
� separation of peaks by computer assisted profile fitting

It must be emphasized that each step before the next one is always a crucial one.
No matter how much care is placed on the experiment, it cannot compensate for any
negligence made in the specimen preparation. And needless to say, no computer pro-
gram, no matter how sophisticated, can correct for failures made in specimen prepa-
ration and in the experiment.

3.8.1
Sample Preparation

It is evident that the powder specimen preparation is a crucial factor in achieving good
results. Random orientation of crystallites is essential to determine truely relative in-
tensities. Complete randomness is hardly to achieve and corrections are necessary in
the experiment as well as in the analysis. In the generally used Bragg-Brenanto geom-
etry with flat specimens only about 0.1 cm3 volume takes part in the diffraction and
the surface layer is the main contributor. It is different in neutron diffraction where
virtually the whole, generally cylindrical volume contributes, making it more likely to
achieve an acceptable random distribution.

It requires a great deal of experience and patience to prepare specimens of quality
suitable for structure determination if it is meant to compete with analysis from sin-
gle crystals. A major problem arises from larger particles in the specimen and micro-
absorption. To minimize this problem grinding and sifting is essential. The best re-
sults were obtained with particles 5 µm and less, which can be obtained for example
with micromesh sifters. In our experiments they were made of 0.035 mm thick nickel
foils with 5, 10, and 20 µm square holes, bought from Bucknee-Mears, Minneapolis,
Minn., USA. In a systemic study on the influence of grain size on the results particle
sizes >30 µm, 20–30 µm, 10–20 µm and <5 µm were selected and investigated. As a
sample holder a single crystal silicon plate cut parallel to (510) was used and is recom-
mended. Such plates are available commercially. This orientation gives no reflection and
gives virtually no background. The samples of quartz used for these experiments were
prepared from synthetic high grade oscillator plate quality single crystals.

3.8.2
Experiments

The experiments were done on a Philips horizontal diffractometer in the laboratory
with a graphite monochromator, fine Soller slits and evacuated beam paths. In syn-
chrotron experiments a channel cut monochromator was used. During the experiments
the specimens were rotated around the normal to the specimen plane. Synchrotron
X-rays offer several advantages of over conventional X-ray tube focusing methods:www.iran-mavad.com 
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� Any wavelength in the range from about 0.5 to 2.5 Å can easily be selected to maxi-
mize peak-to-background, or to choose a specific wavelength for anomalous disper-
sion measurements

� A single wavelength produces single profile reflections instead of Kα doublets. A good
monochromator gives a very small wavelength spread. The parallel beam collima-
tor eliminates a number of geometrical aberrations making W ·G simpler

� The reflections are virtually symmetrical Gaussian type profiles whose shape is con-
stant over a wide 2Θ range. This greatly simplifies the profile fitting procedure and
the determination of specimen contribution to profile broadening caused by small
particle size, strain, stacking faults, etc., for Warren-type profile analysis

� As a further advantage high precision determination of lattice parameters is easily
possible

� The primary beam intensity is approximately uniform over a wide range of wave-
length and is orders of magnitude higher than from X-ray tubes

� Using a short wavelength the reciprocal space can be explored far out, for example
with 1 Å to sinΘ / λ = 0.99 Å–1. The limit with Cu Kα is 0.65 Å–1

Figure 3.35 shows a section of a typical quartz pattern measured with 1 Å synchro-
tron X-rays. The diffractometer was using 2:1 step-scanning with a step size
∆(2Θ) = 0.02°. The FWHM was 0.17°. The experiment covered the range d = 1.37 to
0.54 Å, within 2Θ = 12 to 135°, corresponding to sinΘ / λ = 0.105 to 0.942 Å-1. Using
Cu Kα the limit is d = 0.79 Å giving only 65 reflections instead of 161 resolved reflec-
tions recorded here with intensities determined by profile fitting. The insert depicts a
profile fitted detailed section of one peak cluster around 2Θ = 116°. The differences
between observed and profile fitted intensities are shown at half height.

The instrumentation in synchrotron experiments is similar to conventional
diffractometry with a few important exceptions:

� A channel cut or double crystal monochromator (germanium or silicon) is used to
select the wavelength form the white beam source. It has the important property that
the direction and position of the monochromatic beam remains fixed making it
unnecessary to re-align the instrument or re-calibrate over a wide range of wave-
lengths

� The diffracted beam can be defined by a crystal analyzer, receiving slit or horizontal
parallel slits

� The synchrotron X-ray beam is highly polarized in the horizontal plan, a vertical
scanning diffractometer avoids this problem

3.8.3
Sample Rotation during Experiments

It is hardly possible to obtain a specimen with fully random orientation of crystallites
as required by theory. Some improvement can be obtained by rotating the sample
around the horizontal plane, e.g. around the scattering vector. A second correction is
computational. In most least squares programs this correction is labeled – wrongly –
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“preferred orientation”, in reality it is a correction for the “non-random” particle dis-
tribution. The influence of the particle size on the quality of the diffraction pattern is
demonstrated in Fig. 3.36 with two samples of silicon <5 µm and 10–20 µm. The speci-
mens were rotated first rapidly, about 60 r min–1 (right side), and then, left side, with
a reduced rotational speed of 1/7 r min–1. With the larger fraction of 10–20 µm the
contribution of individual grains is clearly visible. The difference is as large as 13.5%,
versus only 4% with small crystallites <5 µm.

3.8.4
Crystal Structure Refinement with POWLS of ααααα-Quartz
Collected with Cu Kααααα Radiation

The measurements done in the laboratory served to test the power of the Two
Stage method in comparison with results from single crystal analysis and also to
explore the power of laboratory experiments, still the most used experimental
facilities.

Fig. 3.35. Diffraction pattern of quartz measured with 1 Å synchrotron X-rays. The insert gives a pro-
file fitted section around 2Θ = 116°
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As a first example several sets of α-quartz with particle sizes <5 µm, 10–20 µm and
>30 µm were measured with Cu Kα and refined with POWLS. The data set of the <5 µm
sample is discussed further. It was measured over a range 2Θ = 19 to 109° leading to
40 measurable reflections, which could be resolved, containing 62 (hkl) Miller planes.
The symmetry of quartz causes intrinsic superposition of planes with d(h0l) = d(0hl)
but with different intensities F(h0l) ≠ F(0hl). The subroutine FUNNY together with
OLAPP in POWLS is programmed to handle such cases. Table 3.14 gives observed and
calculated intensities. The wide range of measured integrated intensities, ranging from
Imax = 141 102 counts to Imin = 28 counts, provided a good test of the profile fitting
method in deriving accurate intensities. The structure analysis was done by refining
four positional parameters: x(Si), x(O), y(O), and z(O), the scale factor and two (for
isotropic) or ten (for anisotropic) values for the temperature factors with the results
listed in Table 3.15 in comparison with results from single crystal data in the literature
(Levien et al. 1980; LePage and Donnay 1976; Smith and Alexander 1963). The RBragg-
value was 0.84%. With the data sets containing larger particles the R-values were much
higher, up to 3%. The agreement of parameters is good, but the e.s.d. are considerably
higher. Although there is good agreement of the β-values with single crystal data, tem-
perature parameters from powder diffraction data are not well suited for deriving ei-
ther isotropic or anisotropic temperature factors. This holds equally well for Rietveld
refinements. Many systematic errors in the experimental method and sample prepa-
ration can be generally accounted for by an exponential function and such errors are
consequently very likely to be absorbed in the temperature factors.

In a similar experiment corundum was studied. The sample was Linde A synthetic
α-Al2O3, <5 µm particles. The refinement was made with 24 front reflections, up to
2Θ = 94°. Observed and calculated values are given in Table 3.16. The intensities range
from Imax = 36 531 to Imin = 115 counts. A correction for “preferred orientation” was in-
cluded in the refinement. The final RBragg-value was 1.4%.

Fig. 3.36. Variation of peak intensity of silicon powder (111), Cu Kα, with azimuthal rotation
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3.8.5
Refinement of ααααα-Quartz Data collected with Synchrotron X-Rays

Synchrotron radiation offers the possibility to explore the influence of large data sets
reaching far into reciprocal space. Improvement of R-values and standard deviations
were expected when using more observations. For this purpose data were collected
with λ = 1.0020 Å up to 2Θ = 135°, smax = 0.92 Å–1, with s = sinΘ / λ, and in a second
experiment with λ = 1.28284 Å, to improve the spatial resolution.

The data set with λ = 1.0020 Å was collected with a step width ∆(2Θ) = 0.02° in the
angular range 2Θ = 45 to 135°. Because of the polarization of the synchrotron beam in
the horizontal plane measurement were performed in a vertical scanning mode going
from high angles to low angles to avoid any possible slipping in the gears carrying the
counter. This experiment had to be terminated at 2Θ = 45° because of a failure in the
synchrotron accelerator. The diffraction pattern is shown in Fig. 3.37. Note the change
in the intensity scale. Even at high angles, well beyond the Cu Kα sphere, ending here
at 2Θ = 82°, the peaks are well resolved. Even at high angles they are well above back-
ground with good intensities. The halfwidth is 0.17°. The peaks were analyzed and
separated first with PROFAN in sections and then with FULFIT for the whole diagram.

Table 3.14. Comparison of observed and calculated intensities of α-quartz, α-SiO2 (Cu Kα)
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The profile R-values are typically 1–2%. With this very short wavelength 280 peaks
could be obtained, 157 of them single peaks. Due to the trigonal symmetry of quartz
with I(hkl) ≠ I(khl) the remaining peaks came from intrinsically overlapping Miller
planes at the same position but with different intensities. At high angles many of the
peaks had quite low intensities and consequently poor counting statistics, but they are
clearly visible in the pattern and well above background.

In a second synchrotron duty cycle a second data set was collected at a longer wave-
length λ = 1.28284 Å and shorter step width ∆(2Θ) = 0.01° to increase the spatial reso-
lution. A new and improved narrower collimator system gave increased spatial reso-
lution with a profile FWHM now 0.05° against 0.17° before. The angular range 2Θ = 15
to 115° (smax = 0.66 Å–1) was covered. Exposure time was t = 1 s per step. Particle size

Table 3.15. Comparison of structural parameters of quartz, α-SiO2 (Cu Kα). Intensities from Table 3.14
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was 5–10 µm. Ten thousand data points were recorded in about 3 hours. The intensities
had a range from 36 866 to 8 counts, a ratio of about 4 600:1. The lattice parameters
were determined by least-squares refinement to be a = 4.91239(4), c = 5.40385(7) Å. In
the pattern 72 peaks from 119 Miller planes (due to the intrinsic superposition of planes
with d(h0l) = d(0hl) but with different intensities I(h0l) ≠ I(0hl)) could be separated
by profile fitting. The individual profile R-values obtained with PROFAN are in the
range 1.4 to 2.0%.

Refinement was done with the program POWLS using the profile fitted intensities.
Due to the highly polarized synchrotron beam no polarization correction is neces-
sary. Correction for “preferred orientation” was included in the refinement, since de-
spite careful sample preparation it is not possible to arrive at a perfect random distri-
bution of the crystallites. By checking several possible planes of orientation (211) gave
the best results and was finally used.

In order to test the power of the method compared with single crystal analysis and
also the limits of synchrotron experimental techniques several refinements with
POWLS were carried out varying the size and range of the data sets. The refinement

Table 3.16. Comparison of observed and calculated intensities for corundum, α-Al2O3 (Cu Kα). Shown
are also the structural parameters in comparison with literature data
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Fig. 3.37. Diffraction pattern of quartz measured with 1.002 Å synchrotron X-rays. Range in 2Θ is 45
to 135°. Note the change in the intensity scale
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was begun with a data set containing only the first 30 peaks up to 2Θ = 75°
(smax = 0.47 Å–1), still beyond the range with Cu Kα radiation). Refinement was then
continued using larger data sets as listed in Table 3.17: 40, 50, 60 and 72 reflections
containing 46, 81, 98 and 119 Miller planes. The increased number of data did not
significantly change the parameters or the standard deviations, and this was sur-
prising. Especially the RBragg-values did not improve, on the contrary they became
slightly larger. This may be due to the inclusion of poorer data as more weak peaks
are included at higher angles. Even with the short data set with 46 hkl planes the
system is fivefold overdetermined and the results are therefore well justified. The
agreement with published data (Levien et al. 1980) is excellent. The parameters are
listed in Table 3.18. It is interesting to note that the inclusion of data further out in
reciprocal space, i.e. including more observations in the least squares calculations
has no or only little influence on the parameters and not even on the e.s.d. It seems
therefore that intensities up to 2Θ = 90°, equivalent to s = 0.7 Å–1, are sufficient to
reach good and reliable results. The theoretical full range of the Cu-sphere is only
s = 0.65 Å–1.

Also here the refinement calculation with POWLS was begun with a smaller, lower
angle data set up to 2Θ = 90° with the first 60 peaks coming from 150 hkl planes. In-
teresting the best results were obtained with 40 observations from 64 hkl planes, which
resulted in R = 1.41%. With 8 variables the system is already 5-fold overdetermined,
therefore the limitation of the data set is well justified. With the full data set up to
2Θ = 115° we have 72 observations and 119 hkl planes and the system is 15-fold
overdetermined. The resulting R-value is R = 1.68%.

For the Debye-Waller factors on the other hand reflections out at small d-values,
i.e. high scattering angles improve the results. This is especially true, if we remember
that bonding effects influence the data at low diffraction angles and are negligible at
higher angles. This is known and used in deformation density studies, where the data
set are split into high order (HO) and low order (LO) reflections.

Table 3.17. Effect of number of reflections on structure refinement of quartz
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In conclusion we find, that observed and calculated intensities derived by
FULFIT, the profile fitting program gives intensities not influenced by a model struc-
ture. They are therefore real observed intensities, directly comparable to single crys-
tal data. And only such intensities can be used for further Fourier calculations or for
ab initio structure determinations (Giacovazzo 1996). Also the RBragg-values are “real”
R-values.

Table 3.18. Comparison of structural parameters derived from powder and single crystal diffraction
data
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3.9
Texture Analysis with the Two Stage Method
Using Neutron Diffraction

3.9.1
Introduction

Texture analysis is an important tool in science as well as in industry, where it is rou-
tinely used with X-rays for example in metal manufacturing. There are limitations
when using X-rays: first because of the high absorption of X-rays by matter, and sec-
ond because texture measurements require rotation of the specimen in space through
all Eulerian angles. In conventional measurements with X-rays the (generally used)
single channel detector is placed at one specific peak position and the (maximum)
intensity is determined as a function of the three Eulerian angles φ, χ, and ω. Those
data will then be processed to calculate pole figures and ODFs, orientation distribu-
tion (functions). Metals, crystallizing with high symmetry and small unit cells are the
samples where texture analysis has been used for many years, and very successful.
Those materials have well resolved reflections with no or rarely overlap of peaks and
the detector records the intensity from one hkl plane. Such measurements pose no
serious problems. The situation is different with low symmetry crystals and/or large
unit cell parameters, which is typical for minerals and rocks, i.e. in geosciences. As an
additional problem these samples are composed quite common of several minerals
and high peak overlap is a common feature. Since texture analysis is an important tool
of research in geosciences it asked for solutions.

Texture analysis based on X-ray diffraction is not really suited for investigations in
geosciences. Neutron diffraction on the other hand is a powerful means and opens a
new way to study textures also of rocks, or generally of materials with low symmetry
or large unit cells with overlapping reflections, and also, very important, of multiphase
samples. A comparison between the two radiations in their use for texture measure-
ments has been published by Engler et al. (1993). A number of factors are in favor of
neutron diffraction:

� Large samples, about 1 cm in diameter can be measured without difficulties due to
the low absorption of neutrons by the specimen. Corrections for absorption are neg-
ligible

� The investigations are non-destructive because it does not require cutting or pol-
ishing the sample

� Due to the high penetration of neutrons the texture of the whole specimen is inves-
tigated in transmission: global texture, which is in contrast to X-ray measurements,
where only local textures on the surface of the specimens can be determined

� Nuclear scattering is independent of 2Θ and thus allows one to measure pole fig-
ures even on high index reflections

Despite these obvious advantages and potentials texture measurements based on
neutron diffraction was not seriously used in the past. There were sporadic attempts
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by Brockhouse in 1953, and later also by some other authors, but without broader ac-
ceptance. For more information see Wenk et al. (1984). A systematic and effective use
of neutron diffraction for texture analysis required however extensive methodical and
instrumental developments with improvements in hardware as well as software. Such
are:

� the development of position sensitive detectors to overcome long measuring times
due to the limited neutron flux

� methods for data collection adapted to the specific needs in neutron diffraction ex-
periments

� the development of programs for profile fitting and peak separation to open the way
for calculating pole figures followed by the calculation of orientation distributions
of the crystallites

Without position sensitive detectors texture analysis with neutrons can never reach
a wider clientele because of unrealistic long times required for the measurement of
one specimen. Position sensitive neutron detectors were therefore the most urgent
requirements and was the first step in opening this line of research. Such developments
were done in the KFA Jülich by the Neutron Diffraction Group of the Mineralogical
Institute of the University Bonn (Höfler et al. 1985; Jansen E. et al. 1985, 1988; Schäfer
et al. 1988, 1991, 1992a; Will et al. 1986a,b, 1988a,b, 1989, 1990c, 1992a; Wenk et al. 1984).
The technique and examples presented here are therefore limited to results obtained
by this group. The full advantages of texture analysis by neutron diffraction with a
position sensitive detector are:

� The whole pattern, or at least a large section, is recorded, compensating for the in-
tensity disadvantage against X-rays

� Several pole figures, even of different compounds, for example different minerals in
a multiphase specimen are measured simultaneously reducing the time required for
pole figures. Experience has shown that up to 28 pole figures from up to 3 minerals
could be measured simultaneously

� The full reflection profile is recorded, not just the peak maximum, thus avoiding
errors arising when peaks are too close to each other and overlap each other seri-
ously

� The data are collected in transmission geometry giving the complete pole figures,
whereas in X-ray diffraction pole figures are either incomplete or have to be com-
posed of transmission and reflection data in two separate measurements

� Using profile fitting methods allow the separation of reflections too close to be meas-
ured individually. They can be separated and then used for individual pole figure
calculations

� Low symmetry samples can be studied
� Multiphase samples can be studied and the pole figures, and more important the

ODFs of the different components determined
� The time spent for the investigation of one specimen is drastically reduced to the

order of hours
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3.9.2
The Position Sensitive Detector JULIOS

The detector JULIOS is a linear position sensitive detector developed at the KFA Jülich
and published in a number of papers (see for example Will et al. 1989, 1994). JULIOS
is a solid state scintillation detector based on the nuclear reaction

(3.45)

(t for tritium). Ce atoms imbedded in the 6Li-glas are excited by the α-particles giving
a light flush which is transmitted by a light coupler to a row of 24 photo multipliers.
From the different light intensities reaching three of the 24 photo multipliers the po-
sition of the event is calculated. The detector is 682 mm long. At a (typical) distance
of 100 cm from the specimen the 2Θ range is 36°. Figure 3.38 shows a photograph of
the JULIOS detector.

3.9.3
Data Collection

Neutron fluxes are in general moderate with about 2 × 1014 n cm–2 s–1 in the core at
the DIDO research reactor at Jülich. With a Cu single crystal monochromator using

Fig. 3.38. Photograph of the PSD JULIOS
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the (111) plane and a wavelength of λ = 1.293 Å the flux at the specimen was about
106 n cm–2 s–1. The beam size at the specimen position was 20 mm × 40 mm. The size
of the specimen is determined by the size of the primary beam. The sample size is
typically 1 cm × 1 cm × 1 cm. The experimental setup at Jülich is shown schematically
in Fig. 3.39.

Data are required for the whole hemisphere. Therefore the sample must be rotated
in Eulerian space around the three Eulerian angles φ, χ, and ω. (Fig. 3.40) Spherical,
or nearly spherical specimens are preferred. Because of the negligible absorption of
neutrons cubes are equally well suited. Measurements with neutrons are always made
in transmission in a step scanning mode on concentric circles with increments in the
azimuth ∆φ = 5° for the outer parts, 0° < χ < 25°, ∆φ = 10° for 30° < χ < 55° and ∆φ = 20°
for 60° < χ < 90°. Increments in pole distance ∆χ are 5°. This gives a total of 757 data
points, i.e. steps on the hemisphere. The scanning schedule is based on “equal area
scanning”. The position sensitive detector is kept constant at the specific Bragg angle
of a selected group of hkl reflections.

For one specimen typically a total of about 800 single patterns covering a range in
2Θ of 24° are recorded containing (in geological samples) typically between 9 and
30 peaks. Typical exposure times are minutes for one pattern and this means about 8 to
24 hours for one specimen (with 9 to 30 peaks, i.e. pole figures). The individual patterns
collected in a short time and with a moderate neutron flux are naturally of “poor qual-

Fig. 3.39. Schematic setup of
the texture goniometer

Fig. 3.40. Schematics of the
four-circle diffractometer with
the PSD JULIOS
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ity” in the common sense. Figure 3.41 shows such a single position pattern of a hematite
sample covering 2Θ = 12 to 37° collected at φ = 20° and χ = 10°. The FWHM is 0.6°.

3.9.4
Data Evaluation

A typical data set consists of about 800 single diffraction patterns. The evaluation of one
such complete set takes between 30 and 100 minutes using a 386 processor with 20 MHz
frequency. The data evaluation is done interactively in front of a screen using a personal
computer in a number of steps with the program package PROFAN-PC (Merz et al. 1990):

� Adding up all individual patterns to a so-called sum diagram. Figure 3.42 shows the
hematite specimen from Fig. 3.41 as an example. The sum pattern is naturally of good
quality and can be analyzed by profile fitting procedures. Figure 3.43 gives a 3-di-
mensional representation of a set of individual diffraction diagrams of the hematite
specimen at φ = 100°, χ = 0° to 180°

� Determining and subtracting the background, either by orthogonal polynomials
according to Steenstrup (1981) or with a cubic spline. Figure 3.44 gives as an exam-
ple a pattern fitted with a polynomial of degree nine. The sample was an alloy, ZnAl

� Standard profile analysis and fitting, again interactively. In a first step the positions
of expected peaks are marked by cross hairs (see Fig. 3.45a), and then fitted by least
squares procedures. (Fig. 3.45b). The results are peak positions, the profile function
best suited to describe the peaks, and the FWHM

Fig. 3.41. Individual, single position diffraction pattern of a hematite sample: φ = 20°, χ = 10°. Time spent
was 3 minutes
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� In the next step the operator goes back to the individual diffraction patterns to cal-
culate with the known parameters from the sum-pattern: profile function, 2Θ posi-
tions, FWHM, the intensities of the individual patterns, i.e. intensities as a function
of φ, χ , and ω for each reflection

� These data are then transferred into the pole figure program to calculate pole fig-
ures. Figure 3.46 gives two such pole figures for hematite

� If required the pole figures can be used to calculate the orientation distribution of
the crystallites (ODF)

3.9.5
Examples of Texture Analysis

3.9.5.1
Rolled Titanium Steel Sheets

Texture analysis of rolled metal sheets is the main application with X-rays. To study
the possibility in using neutrons titanium sheets of different rolling degrees: 40,
50 and 80% were studied. The sheets were only about 1 mm thick, and therefore
for intensity reasons cubical specimen had been prepared by stacking 10 sheets of
10 × 10 mm2 cross section on top of each other. Intensities have been collected for
pole figure calculations of the most relevant reflections (hexagonal symmetry):
100, 002, 101 and 110. The influence of rolling degree can be seen best by compar-
ing the 002 pole figures, as shown in Fig. 3.47. Depending on the degree of rolling

Fig. 3.42. Typical “sum” pattern generated by adding up all 621 individual patterns like that in Fig. 3.41.
The specimen had two phases, H = hematite, B = biotite. Background has been subtracted
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Fig. 3.43. A 3-dimensional representation of a set of individual diffraction diagrams of a hematite speci-
men at φ = 100°, χ = 0° to 180°. The variation with rotating the specimen is dramatic

Fig. 3.44. Determination of background by fitting a polynomial, here of degree nine. The specimen was
ZnAl alloy
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the central peak decreases at the expense of the two maxim at a pole distance of
about 30°, indicating that the 100 planes are forced perpendicular to the rolling di-
rection.

3.9.5.2
Rocks

Numerous rock samples were studied, in particular quartzite, hematite ores, pyrite or
chalcopyrite In general in those specimens 864 data sets were recorded consisting of
between 11 and 30 reflections. The total time for one set of measurements was typical
between 35 minutes for pyrite and 95 minutes for chalcopyrite, where 33 reflections
were recorded and processed. Figure 3.48 gives two examples of chalcopyrite samples
showing the sum patterns after profile analysis. The upper pattern is a two-phase
sample with chalcopyrite (K) and pyrite (P), the lower pattern has three phases: chal-
copyrite (K), pyrite (P) and magnetite (M). From the diffraction data pole figures are cal-
culated, where Fig. 3.49. gives such pole figures (101)/(011), (110) and (102)/(012) of six dif-
ferent quartzite samples. Figure 3.50 gives the corresponding ODF representation of
one sample, BGR 420, calculated from the data of Fig. 3.49.

Fig. 3.45. a Expected peak po-
sitions marked by cross hairs;
b result of the profile fitting
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3.9.5.3
Meteorites

Interesting examples of texture analysis are studies of meteorites. There are very few
known investigations. An important feature in using neutron diffraction in studying

Fig. 3.47. 002 pole figures of cold rolled titanium metal sheets at different rolling degrees: 40% (left),
50% (middle), 80% (right)

Fig. 3.46. Two pole figures in stereographic projection of hematite, extracted from data shown in
Fig. 3.42. Shown are the projections (003) and (110). The hematite crystals in this sample are highly ori-
ented along the c-axis
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Fig. 3.48. Diffraction patterns of two chalcopyrite samples after adding up all individual single posi-
tion measurements (“sum patterns”). The upper picture is a two-phase sample with K = chalcopyrite
and P = pyrite, the lower picture is a three phase sample with K = chalcopyrite, Q = quartzite and
M = magnetite

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



1573.9  ·  Texture Analysis with the Two Stage Method Using Neutron Diffraction

meteorites is the fact, that the experiments do not require cutting of the general pre-
cious samples. Reports of this kind come from the Bonn University Group in Jülich
(Höfler et al. 1988, 1989; Will et al. 1988b). They studied three samples from the mu-
seum collection: the hexahedrites “Coahuila” and “Walker County”, both belonging
to Group IIA, and the octahedrite “Gibeon”, Group IVA (Höfler et al. 1988). An inter-
esting and important feature is that these samples are believed to be fragments of single
crystal meteorites, so we do not really investigate texture in its true meaning, which is
the preferred orientation of crystallites in a polycrystalline sample, but rather the ori-
entation of crystallites, broken up from a single crystal after phase transformation in
the process of cooling, or after mechanical twinning caused by shock events on enter-
ing the atmosphere of the earth.

Fig. 3.49. Pole figures of six
quartzite samples: (101)/(011),
(110) and (102)/(012)
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Hexahedrites are iron-nickel meteorites composed of large pieces of single crys-
tals of kamacite, a bcc α-Fe,Ni alloy with less than 6% Ni. Because of the single crystal
nature of such meteorites sharp peaks can be expected. This requires smaller incre-
ments than usual, here ∆φ = 1° at the outer part of the pole figure and up to 4° for
60° < χ < 90°. The increments in pole distance were ∆χ = 2.5°. This fine grid of meas-
urements led to much larger data sets with a total of 7 561 diffraction patterns. With
12 s per step (= increment) the total time spent for one specimen was 25 hours. Fol-
lowing the standard procedure the data were normalized and pole figures were calcu-
lated and plotted in stereographic projection. On the hexahedrite specimens pole fig-
ures of the kamacite reflections 200, 110 and 211 were measured. Figure 3.51 gives a
typical example from the Walker County meteorite. All pole figures from the three
meteorites investigated are characterized by sharp density pole peaks surrounded by
very low background. The result is basically a projection of single crystals. The peaks
with large extension and high intensity are the face poles of a cubic single crystal. This
can easily be recognized in the pole figure 200 where three such poles are to be seen.
Peaks with low intensity and small extension are believed due to 211 twinning. Fig-

Fig. 3.50. ODF representations
for BGR 420 calculated from
the data from Fig. 3.49
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ure 3.52 shows the same pole figure with the result of calculated pole sites according
to the (221) twin mirror planes. The single crystal nature of the meteorites is demon-
strated in Fig. 3.53, which shows the φ-scan of such a pole density peak from the Walker
County pole figure 200 at χ = 12.5°. These investigations show the power of texture
analysis in combination with profile fitting especially for the study of meteorites.

Fig. 3.51. Pole figures 200 and 110 of the meteorite from Walker County as determined from neutron
texture analysis

Fig. 3.52. The same pole figures 200 and 110 of Fig. 3.51 now including the calculated pole sites accord-
ing to the (221) twinning. Single crystal face poles marked with dots, twin face poles marked with x
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Summing up this investigation of meteorites Fig. 3.54 shows the 200 pole figure of
camacite from the meteorite Gibeon (left), and the same pole figure including the
analysis of the calculated α-phase (100) poles calculated according to Kurdjumow and
Sachs (1930). The agreement is convincing. An analysis based on the orientation rela-
tionship suggested by Nishiyama (1934) and Wassermann (1935) gave less agreement.
For details see Höfler et al. (1988).

3.10
Selected Examples for the Application of the Two Stage Method

The Two Stage method has been used in numerous applications. Structure refinements
with data from X-ray, synchrotron and neutron diffraction patterns were the main
applications. The intensive refinement of quartz data has been discussed in detail in
Sect. 3.8. Some additional specific examples shall be added to demonstrate the pow-
erful use of this method:

� Electron density calculations by Fourier methods of an olivine sample
� Electron density distribution in CeO2

� Crystal structure analysis of Yb2O3, a study of anomalous dispersion
� Application in high pressure research
� Cation distribution in a thin film garnet sample

3.10.1
Electron Density Distribution of an Olivine Sample by Fourier Methods

The full power and advantage of the Two Stage method is realized for ab initio crystal
structure determination, for example if Patterson diagrams are needed, or if we want
to calculate electron density maps, or even with so-called direct methods. This can be
done without difficulties in Step 2 of the method. As an example we show the results
from Mg2GeO4, a material homologue to the mineral olivine, important in earth sci-
ences (Will et al. 1988b). Natural olivine, (Mg,Ge)2SiO4, is a major component in the
earth mantle. It undergoes a phase transformation at the upper mantle to mantle
boundary under pressure and temperature from the orthorhombic olivine structure
to the denser cubic spinel structure and therefore has attracted much interest and many
investigations. However the high pressures and high temperatures required for these
transformations are outside routinely available diffraction conditions and therefore
defy experimental studies of this transformation. The germanate-olivines exhibit
the same phase transition behavior as the Si-olivine, with however much lower pres-
sures and temperatures (Will and Lauterjung 1987). While for natural olivine single
crystals are readily available, no single crystal could be grown for the germanate ho-
mologue.

Mg2GeO4 crystallizes orthorhombic in space group Pbnm with a = 4.9106(3),
b = 10.3214(6) and c = 6.0365(3) Å. The diffraction pattern was collected with synchro-
tron radiation with the rather long wavelength of λ = 1.74 Å (for better peak separa-
tion) and a 2Θ range of 18–85°. The step width was 0.01°, and t = 2 s per step giving a
total run time of about 4 hours. With a greatly increased resolution due to an improved
long parallel slit system and a longer wavelength most peaks were well resolved andwww.iran-mavad.com 
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the others could easily be separated with profile fitting. In all 81 reflections were ob-
tained by profile fitting. Figure 3.55 depicts the diffraction pattern, Fig. 3.56 shows two
typical sections of the pattern.

Fig. 3.53. φ-scan of a pole
density peak from the Walker
County meteorite (pole figure
200, at χ = 12.5°)

Fig. 3.54. Pole figure 200 kamacite of the Gibeon meteorite (left), and the calculated orientation rela-
tionship according to Kurdjumow and Sachs (1930) (right)
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In cases like this one with a rather large unit cell and the lattice parameters known
or determined beforehand, possibly from well resolved reflections in the forward re-
gion of the pattern, it is advisable to perform a full pattern profile fitting keeping the
lattice parameters constant and fixed and therefore also the peak positions fixed. This
was done in this case of Mg2GeO4 with the program FULFIT.

With this investigation we were able to go well beyond a purely structure refine-
ment to an actual structure analysis. The profile fitting calculations gave a list of inte-
grated intensities together with the hkl values. Because of the orthorhombic symme-
try there is no intrinsic overlap of reflections and as a result we have a set of observa-
tions, integrated intensities first and after correcting for Lorentz effects a set of struc-
ture factors |F |.

This is the basis for calculating Fourier maps, e.g. electron density distributions
directly from observed powder data. Since the structure type is known, the olivine
structure, the phases, e.g. because of centrosymmetry only the signs +/–, need to be
calculated and applied to the observed structure factors. Fourier sections are shown
in Fig. 3.57a with the plane containing O1-Ge-O2 of the GeO4 tetrahedron in the left
picture. The Mg atom is above the plane, but can still be seen at the right top and bot-
tom corners. In Fig. 3.58 a section through the GeO6 octahedron is shown. Visible are
the Mg ion, four oxygen atoms and two Ge ions.

It was possible in this case to make a direct comparison between powder diffrac-
tion data and single crystal data of the isostructural natural Si-olivine, shown in

Fig. 3.55. Diffraction pattern of the orthorhombic Mg2GeO4 olivine. Section from 2Θ = 50 to 65°
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Fig. 3.57b. The single crystal study contained 1 349 reflections, much more than was
possible with powder diffraction. Therefore for a fair comparison we have taken from
the single crystal study the same 81 reflections. As to be expected the electron density
at the silicon site is smaller than for germanium because of the difference in absolute

Fig. 3.56. Two profile fitted
sections of Mg2GeO4. Differ-
ences between experimental
and calculated points are shown
below each section. The resolu-
tion is 0.05°

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



164 CHAPTER 3  ·  The Two Stage Method

electrons in both elements. The excellent agreement between the two maps is a con-
vincing demonstration of the power of the Two Stage method and the possibilities
available with powder diffraction.

3.10.2
Electron Density Distribution in CeO2

This example gives another very a convincing application of the Two Stage method.
Here the investigation was based on a separation of data in HO (high order) and LO

Fig. 3.57. a Fourier map of a section of Mg2GeO4 through the GeO4 tetrahedron calculated with the
structure factors obtained directly from the profile-fitted powder diffraction data; b gives the analogue
section for the natural olivine (Mg,Fe)2SiO4 calculated with single crystal data. Here we have silicon
instead of germanium

Fig. 3.58. Similar Fourier map
as in Fig. 3.57, now through the
GeO6 octahedron
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(low order) regions. CeO2 is a simple compound crystallizing in the CaF2 type struc-
ture with no positional parameters. The refinement of the data should therefore yield
very low R-values. CeO2 was measured with synchrotron radiation giving a very good
diffraction pattern, as is shown in Fig. 3.59 well resolved peaks, high intensity and low
background. The conditions were λ = 1.0 Å, ∆(2Θ) = 0.02°, t = 4 s. Preferred orienta-
tion was absent in this specimen. The least squares refinement with POWLS with
32 partly intrinsically overlapping peaks of the 52 possible hkl values did not refine
below R = 2.64%. This is better than a Rietveld refinement of CeO2 published by Cox
et al. (1983) with R = 6.3%, but with the high quality data available and from our expe-
rience it is not acceptable. Looking at the differences between observed and calculated
intensities in the POWLS calculation gave very good agreement for high angle reflec-
tions, but significant differences in the low angle region. This is depicted in Fig. 3.60
and in Table 3.19. The obvious conclusion is that the compound, believed to be a simple
ionic crystal, must have appreciable covalent, delocalized electron densities between
the ions. As a consequence we treated the data in the general method of chemical bond-

Fig. 3.59. Powder diffraction pattern of CeO2 recorded with synchrotron radiation. The intensity scale
of the lower pattern was decreased to show weaker reflections more clearly
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ing investigations by separating the data set into high order (HO) and low order (LO)
sections (see for example Coppens 1971; Kirfel and Will 1980).

Rewriting and adapting the program POWLS to separate HO and LO data in the
refinement yielded a R-value of R = 0.55% for 21 observations with indices higher than
s = sinΘ / λ = 0.6 Å–1 (Table 3.20). The next step is to calculate difference Fourier maps
F(obs) – F(calc). One result is shown in Fig. 3.61 depicting the (110) section, with ce-

Fig. 3.60. Differences
between observed and calcu-
lated intensities of CeO2 after
refinement with POWLS. There
are large differences in the low
angle region

Table 3.19. Comparison between observed and calculated intensities of CeO2 after refinement with
POWLS. Listed are only the first ten LO reflections, which have large discrepancies between observed
and calculated values

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



1673.10  ·  Selected Examples for the Application of the Two Stage Method

rium at 000 and oxygen at ¼,¼,¼. There is considerable charge accumulation between
two cerium atoms with corresponding electron deficiencies at the cerium sites. The
oxygen positions are not affected. A first picture would suggest that electron charges
are moved from the cerium into the bonding between two Ce atoms, a picture which
is at the moment difficult to understand. As is customary in such investigations we
put point charges, with corresponding spatial expansion into those sites. It improved
the R-value of the total data set from R = 2.6% to R = 1.7%, a significant improvement,
but still not describing the full picture and the bonding behavior in this compound.
This investigation obviously leaves some questions open.

3.10.3
Crystal Structure Analysis of Yb2O3

Yb2O3 was studied in order to determine the anomalous dispersion coefficients ƒ' and
ƒ'', which are needed in protein crystallography for phasing. Near the absorption edges,
when the energy of X-rays becomes comparable to the absorption levels of the atoms
in the crystal, the scattering is affected in amplitude as well as in phase. Anomalous
X-ray scattering is well-known as a powerful tool for estimating the phases in crystal
structure analysis. This method is used primarily in protein structure determinations,
where rare-earth atoms showing large anomalous scattering effects at their L-edges
are especially well suited. Using this method for phase determination requires select-
ing a wavelength close to an absorption edge. Measurements at several wavelengths
are advisable, and this is possible with synchrotron X-rays. Relativistic calculations of
anomalous scattering factors were published by Cromer and Liberman (1970, 1981).
However, these calculations generally do not show sufficient agreement with experi-
mental data for the L absorption edges. Despite corrections and improvements of the
theory (Liberman, personal communication in 1986), there are still systematic differ-

Table 3.20. Comparison between observed and calculated intensities of CeO2 after refinement with
POWLS. Included in the refinement are only the HO reflections. The R-value is 0.55%
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ences between measured values and those calculated. The inadequacy of the theoreti-
cal model is evident and these terms therefore have to be determined experimentally.
If it is done by the usual single crystal work it is time consuming requiring long mea-
suring times at a synchrotron. Therefore powder diffraction would be most suitable,
and this method was tested in an investigation described here (Will et al. 1987a). Crystal
structure information can be obtained with considerable confidence and precision
from synchrotron radiation powder data meeting the requirements for this goal. With
the Two Stage method and using the refinement program POWLS overlaps in powder
diffraction patterns can be handled.

Using synchrotron radiation we have the possibility to choose different wavelengths
on a routine basis, and especially close to the absorption edge. Yb2O3 was selected as
a representative example in cooperation with Prof. Liberman, who provided theo-
retical values. Oxygen served as an “internal standard” so that the absolute scale fac-
tor is totally independent of the ƒ' values. Data were collected with four wavelengths

Fig. 3.61. Difference Fourier map (110) of CeO2 calculated with the structure factor differences from
the refinement with POWLS. Contours are 0.1 el Å–3
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slightly longer than the Yb-LIII edge defined in Fig. 3.62. The absorption changes rap-
idly in the vicinity of the absorption edge and is very large on the short wavelength
side. An important advantage of the symmetrical powder diffractometer geometry used
in these experiments is that the incident and reflected rays make the same angle to
the powder specimen surface at all values of 2Θ. The integrated intensities are pro-
portional to 1/µ where µ is the linear absorption coefficient of the specimen and are
independent of 2Θ so that no corrections are required.

With this technique only the values of ƒ' for Yb can be determined experimentally,
the correction term in the scattering factor of Yb at the LIII absorption edge. Owing to
the intrinsic overlaps of Friedel pairs (hkl) and (–h,–k,–l) in powder diagrams, the
imaginary term ƒ'' cannot be derived from the intensities. However ƒ'' can be calcu-
lated from ƒ' by the Kramers-Kronig dispersion relation.

Data were collected at the Stanford Synchrotron Radiation Facility (SSRL) with
a Si(111) channel monochromator and parallel slit geometry. The diffraction pattern
collected with λ = 1.3895 Å is shown in Fig. 3.63. The angular range was arbitrarily
limited to 2Θ = 14 to 88° yielding 48 well resolved peaks from 101 possible (hkl) planes
partly intrinsically overlapping at exactly the same 2Θ position due to the crystal
structure symmetry having the same N = h2 + k2 + l2, but with different integers or
sequence of integers. Step width was ∆(2Θ) = 0.02°, counting time was 1 s per step.
Preferred orientation was checked with corrections between 0 and 3.6%. Yb2O3

crystallizes in the α-Mn2O3 type structure with the atomic positions shown in
Table 3.21.

The lattice parameter was 10.436(1) Å as determined from least squares refinement.
The integrated intensities were determined by profile fitting methods. The best fit-
ting function in this specific case was achieved by superimposing two Gaussian func-
tions with a 1:2 ratio of the FWHM and the peak height. A typical profile fitted section
is shown in Fig. 3.64, where the differences of observed and calculated points are shown
at half height with the same intensity. In the structure studied here there were no over-
lapping peaks, but a large number of intrinsically superimposed peaks with different

Fig. 3.62. Spectrum in the
vicinity of Yb-LIII absorption
edge obtained with energy-
dispersive diffraction and Yb2O3
powder sample. The four wave-
lengths used are indicated by
the dashed lines
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intensities, as required by the space group. The refinement contained 48 diffraction
peaks with 101 (hkl) Miller planes. The refinement included the positional parameters
x, y, z for oxygen and x for Yb(2), as well as individual isotropic temperature factors.
Table 3.22 gives a compilation of the refined structural data.

Table 3.21. Atomic positions
for Yb2O3 crystallizing in the
α-Mn2O3 type structure

Fig. 3.63. Synchrotron powder diffraction pattern of Yb2O3 for λ = 1.3895 Å. The highest peak intensity
was 56600 counts s–1 for (222) at 26.7°
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The method is based on a good knowledge of the crystal structure parameters, which
can best be derived with a wavelength where ƒ' is negligible, or at least very small. The
investigation therefore started with a wavelength far from the absorption edge. For
this data set ƒ' was varied systematically in a series of least squares calculations until
the lowest R-value was obtained. Since the measurements were made on the soft side
of the absorption edge, there is no contribution from the L-shell to the imaginary cor-
relation term ƒ''. ƒ' was assumed to be independent of scattering angle. The final re-
sults are shown in Table 3.22.

Figure 3.65 shows the effect of wavelength on the position, intensity and background
for two reflections, 400 and 844. As the wavelength decreases approaching the Yb-LIII

absorption edge, the relative intensities decrease because ƒ' is negative and large. The
fluorescence background increases. The intensity increases with increasing contribu-
tions of ƒ', as we move away from the edge. This is also demonstrated in Fig. 3.66, where
the form factor of Yb3+ is plotted together with the contribution from ƒ'. The rate of
increase is greater for higher diffraction angles, because the intensity is determined
basically by the value of ƒ + ƒ' which is ƒ – |ƒ'| because ƒ' has the opposite sign to f
and also as a consequence of a strong fall-off of the form factor f with (sinΘ)/λ. The
effective scattering powers f(λ) = ƒ0 – ƒ'(λ) are shown for λ = 1.4150 Å for the two re-
flections 400 and 844. ƒ' is taken to be independent of (sinΘ)/λ.

The experimentally determined values of the real part of the anomalous correc-
tion term ƒ' for Yb are 3.5 to 5.1 electron units higher than the theoretical values cal-
culated from the Cromer and Liberman (1970, 1981) theoretical method for K- and
L-edges. These differences are believed to be real and are similar to those obtained for

Fig. 3.64. Profile fitting with
double Gaussian functions of
five weak reflections. RPF = 1.2%
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Sm and Gd by Templeton et al. (1980, 1982) using single crystal methods. The experi-
mental and theoretical values ƒ ' calculated by the Templetons are plotted in Fig. 3.67.

3.10.4
Application in High Pressure Research

High pressure research when using synchrotron radiation is an especially sensitive
application for the Two Stage method. Because of the specific circumstances the
Rietveld method cannot be, and has not been applied. Those problems are:

� There are always peaks from several compounds, in all cases the sample itself, a pres-
sure marker, NaCl, MgO or gold for example, and the metal gasket containing the
specimen

Table 3.22. Refined structure data for Yb2O3
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� The pattern contains many peaks very close to each other, which make it difficult to
place footing marks for possible background subtraction

� The background is hard to describe in a general way. The program developed by
Lauterjung (Lauterjung et al. 1985) using polynomials of order up to five, as suggested
by Steenstrup (1981) is a reasonable technique to determine the background. It has
been applied successfully on many occasions

� In energy dispersive mode, the technique normally used, the background, and also
the intensity of the specimen may go through an absorption edge

� In most diagram escape peak are present, which have to be treated, i.e. excluded
manually

As a representative example a high pressure study of CuS2 is mentioned here briefly
(Hüpen et al. 1991). Data were collected at the HASYLAB at DESY in Hamburg. MgO
was used as a pressure marker. Figure 3.68 shows the diffraction pattern collected at
p = 24 kbar. The exposure time was 500 s. The maxima are labeled accordingly to CuS2,
MgO and the gasket (G). The pattern is characterized by many strongly overlapping
peaks. They could be separated by profile fitting. Figure 3.69 shows for this purpose

Fig. 3.65. Effect of wavelength on intensity and background of Yb2O3 for the 400 and 844 reflections
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Fig. 3.66. The scattering factor
f (Yb3+) and the contribution
of the anomalous scattering
term ƒ’

Fig. 3.67. Experimental
and theoretical values of ƒ' for
Yb2O3 near the Yb-LIII absorp-
tion edge as a function of
energy

the measured raw pattern without any corrections, with the insert giving the high
energy/low intensity region. Figure 3.70 shows the same pattern after the background
has been subtracted and the peaks have been fitted. The difference pattern is at the
bottom. Details can be found in Hüpen et al. (1991).www.iran-mavad.com 
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Fig. 3.68. Diffraction pattern of CuS2 + MgO (pressure marker) collected at p = 24 kbar

Fig. 3.69. Raw diffraction pattern of CuS2 + MgO as measured prior to analysiswww.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد
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A number of pyrite type compounds with 3d elements have been studied in this
project (Will et al. 1984). In general the compressibility was the aim of the study, but
some compounds including, CuS2 experience also a phase transformation at elevated
pressures from the Fe-pyrite type structure to the marcasite structure. In this specific
example of copper pyrite there is a special and specific problem, since the parameters
of the two unit cells are very close to each other: cubic CuS2-pyrite with ao = 5.790(1) Å,
orthorhombic CuS2-marcasite with a0 = 4.70(1) Å, b0 = 5.80(1) Å, c0 = 3.54(1) Å (ex-
trapolated to zero pressure). The two phases therefore have diffraction lines very close
to each other. Separation is only possible by interactive profile fitting.

3.10.5
Cation Distribution in a Thin Film Garnet Sample

The structural characterization of a garnet thin film sample is an especially interest-
ing case where the Two Stage method proved to be very successful and basically the
only method to give the wanted information. The sample discussed here was a mag-
netic garnet film of composition (BiY)3(FeGa)5O12 deposited in Argon atmosphere onto
a glass substrate. As-deposited films were found by X-ray diffraction to be amorphous.
Annealing at 650 °C for three hours lead to a crystalline diffraction pattern. With this
specimen data for the structural analysis were collected with a Siemens D5000
diffractometer using a Rigaku rotating anode target. The diffraction diagram of a 3 400 Å
thick specimen is depicted in Fig. 3.71. It is discussed in more detail. Step width was
∆(2Θ) = 0.02° with 30 seconds per step. The insert in Fig. 3.71 shows the full diagram

Fig. 3.70. Diffraction pattern of Fig. 3.68 after analysis: background has been subtracted, peaks have
been fitted
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from 10 to 70° with the strongest peak 422 with an intensity of 22 000 counts. In both pat-
terns the background coming from the amorphous glass substrate is clearly visible.

The analysis followed the routine of the Two Stage method: Subtracting background,
followed by profile fitting. This yielded peak positions, integrated intensities and peak
full width at half maximum, FWHM. From the peak positions a lattice parameter
a = 12.512(4) Å was calculated.

Figures 3.72 and 3.73 show two section of the diffraction pattern, one at low angles
and high intensity, the other at high angles and low intensities. The profile fitting to-
gether with the differences at the bottom is included.

Using the program POWLS a structural model must be fitted to the observed
intensities. Garnets with the general formula A3B'2B''3O12 crystallize with cubic sym-
metry in Ia3d with A2+ in 24c (1/8,0,1/4); B'2+ in 16a (1/4,1/4,1/4), B''4+ in 24d (3/8,0,1/4)
and oxygen in 96h (x,y,z). In mineral garnets B’’ is silicon. With the given analysis the
composition of the specimen is:

(BiY)3(FeGa)5O12

We have four cation species to be distributed over three cation sites. With only one
experimental data set, e.g. without for example neutron diffraction data or anoma-
lous X-ray dispersion data an unique solution is not possible. A possible approach can
be followed exhausting the potentials of POWLS.

Fig. 3.71. X-ray diffraction pattern of a 3 400 Å thick polycrystalline garnet sample. The insert shows
the full diagram from 10 to 70°

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



178 CHAPTER 3  ·  The Two Stage Method

For the cations in the sample: Bi, Y, Fe and Ga, the shape of the form factors is very
similar. We can scale them to f = 1.0 at (sinΘ / λ) = 0. Deviations including the ionisa-
tion states are found only in the low angle region about at (sinΘ / λ) < 0.18 Å–1. The
analysis is done therefore only on the occupation numbers of each cation species OCj.
For oxygen we set OC = 12 as an internal standard. Additional parameters are x, y, z
for oxygen and the (isotropic) temperature factors Bj for all atoms. The refinement
with POWLS was done in alternating blocks:

� x, y, z, K (scale factor), and Bj
� the OCj numbers

Within a few cycles R-values around 3.5% were reached. The POWLS least squares
calculations yield the numbers of electrons in each Wyckoff position. This is shown
in Table 3.23 in Column 2. As a next step these numbers have to be brought into agree-
ment with the analysis, e.g. the cations in the structure. Referring to a reference com-
pilation of garnets made by Geller (Geller 1967), Bi can only go to 24c. Since there are
only 2.5 Bi ions, some of the iron ions must also got into 24c statistically with Bi. De-
pending on the ionisation state Fe has been found in any of these sites in previous
investigations (Geller 1967). The site 24d, occupied by Si4+ in minerals, was assumed
to contain all gallium ions, 1.0 Ga, plus 2.0 ions of Fe4+. This leaves 16a to be filled with
1.0 Y (according to Geller it can be found in 16a or 24d) plus 1.0 Fe. The resulting for-
mula, with the final values included in Table 3.23 is then:

(Bi2.5Fe0.5)(YFe)(GaFe2)O12

Fig. 3.72. Low angle, high in-
tensity diffraction pattern with
profile fitted results
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The POWLS calculation requires the number of electrons in each site as listed in
Table 3.23, a total of 323 electrons. Accepting the distribution discussed the final result
gave the numbers shown in the last column of Table 3.23, a total of 341 electrons. The
agreement is satisfactory. Discrepancies are found for Bi, with a possible explanation
coming from uncertainties in the analysis. This was based on micro probe analysis
and X-ray fluorescence. The strong variation of the FWHM data, depicted in Fig. 3.75,
suggests a non-uniform composition and this may explain our findings. The full analy-
sis is consistent in itself.

Analysis of the FWHM
The reflections in the diffraction pattern are broadened in comparison with a stan-
dard silicon specimen (Figs. 3.72 and 3.73). In a routine analysis as reported here the
FWHM is always determined prior to the actual specimen measurement using a sili-

Fig. 3.73. High angle low inten-
sity diffraction pattern with
profile fitted results

Table 3.23. Final results of the least squares refinement with POWLS of the garnet data
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con standard specimen. In this specific case the profile fitting procedure gave the val-
ues as plotted in Fig. 3.75. When the FWHM was plotted versus 1/cosΘ, by using the

Fig. 3.74. The X-ray diffraction pattern after background subtraction. The insert gives a selected part
showing the profile fitted data to separate overlapping peaks

Fig. 3.75. Angular dependence
of the FWHM for a garnet sam-
ple (upper curve) in compari-
son with a silicon sample (lower
curve). A total of three meas-
urements were analyzed, plot-
ted as triangles, squares and
diamonds
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Warren-Averbach method (Warren and Averbach 1950, 1952), a particle size of about
100 Å was calculated, in agreement with electron microscopy analysis. Another and
final explanation is found by assuming deviations in the stoichiometry of the indi-
vidual particles in the sample. If we assume a variation within the specimen of
∆a0 = ±0.01 Å we obtain a curve depicted in Fig. 3.76, which produces the measured
FWHM data perfectly. That means the (broadened) peaks are actually a superposi-
tion of many narrow peaks of slightly different unit cell sizes clustered together. With
increasing 2Θ these peaks are spread more and more. Also it is not unreasonable to
assume that the lattice parameters vary due to a variation of the stoichiometry, if we
remember how the sample was prepared. In conclusion the analysis of this rather
unconventional specimen was very successful.

3.11
Structure Determination from Energy Dispersive Data

3.11.1
Structure Determination from Energy Dispersive Data

The generally and routinely applied method for data collection is by scanning the speci-
men with a detector as a function of angle 2Θ, the angle dispersive mode. Also posi-
tion sensitive detectors, which collect data simultaneously at a number of scattering
angles 2Θ, operate in the angle dispersive mode. An alternative to 2Θ scanning is the

Fig. 3.76. Comparison of measured FWHM with FWHM values calculated for a specimen with a varia-
tion of lattice parameters by ±0.01 Å
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recording of diffraction data as a function of energy, the energy dispersive mode.
Energy E thereby replaces the scattering angle 2Θ on the abscissa. The transforma-
tion from scattering angles to energy is straight forward:

(3.46)

H stands for the Miller indices hkl and 2Θ0 for the fixed scattering angle. Energy
dispersive diffraction has emerged from making use of the continuous primary ra-
diation of high intensity and high energies of synchrotrons. But also in neutron dif-
fraction energy dispersive measurements have recently become an important method
when using spallation sources.

Not so simple is the analysis of the diffraction patterns, mainly because the pro-
files of the diffraction peaks are more difficult to describe and more over are often
dependent on energy. As a consequence the software for analysis has stayed behind.
The programs for total pattern fitting presented by Pawley (1980, 1981) and Jansen E.
et al. (1988) are written for the analysis of conventional, angle dispersive diffraction
patterns, and there are no programs generally available for full pattern analysis in the
sense of Rietveld refinement.

3.11.2
Synchrotron Radiation

Energy sensitive solid state detectors, as they are used in diffraction experiments with
synchrotron radiation, lack the resolution compared to proportional or scintillation
single channel counters. Therefore this technique is used mostly for measurement with
the specimens under extreme condition, under high pressure, high or low tempera-
tures, or for time dependent experiments, for example to study phase transformations
(Will and Lauterjung 1987; Will and Berndt 2001). For such investigations energy dis-
persive powder diffraction offers a number of advantages because the complete dif-
fraction pattern is recorded at any instance, and it can be recorded extremely fast. This
weighs against the disadvantages: Low resolution, unavoidable escape peaks, or “im-
purity peaks” in patterns coming for example from the pressure marker when collected
with the specimen under high pressure. Another serious difficulty comes from the high
and with energy variable background. These deficiencies render the conventional
analysis techniques almost hopeless except for very simple crystals. Therefore such
patterns are usually analyzed in a more elaborate way by “interactive pattern decom-
position” (see Sect. 3.3). Consequently little attention has been paid to full pattern
analysis of energy dispersive diffraction patterns for structural purposes.

There are a few successful attempts to analyze energy dispersive X-ray patterns. One
such program for total pattern fitting of energy dispersive powder diffraction pattern
has been presented by Honkimäki and Suortti (1992). They followed the procedure of
decomposition the pattern into its individual Bragg peaks for further analysis of
crystallite size and strain. In their example the radiation source was a tungsten X-ray
tube, emitting a continuous energy spectrum, but their method can be applied equallywww.iran-mavad.com 
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well for patterns collected with synchrotron radiation. The total observed pattern is
taken as a sum of incoherent and coherent scattering. The incoherent part leads to a
considerable contribution of a very high background. This can be seen in the figures
presented in their paper; and see also Fig. 3.68. The background is coming from inco-
herent and coherent scattering. The incoherent part has been calculated from theo-
retical cross sections for the individual atoms. The coherent part is described as a sum
of discrete Bragg peaks and acoustic and optic-phonon thermal diffuse scattering, TDS.
This is calculated from Debye and Einstein models, respectively. The model pattern is
convoluted by the instrument function, and the total pattern is fitted to the observed
one by varying the integrated Bragg intensities.

The method has been applied to patterns of Mg, Al and Ti, compounds with very
simple structures and where data are available for calculating coherent and incoher-
ent contributions. In conclusion, the analysis gave very good results, however the pro-
cedure for fitting is tedious and it must be doubted whether it is widely applicable.

3.11.3
Neutron Diffraction by Time-of-Flight Measurements

“Energy dispersion” diffraction with neutrons is conducted by time-of-flight tech-
niques, TOF. This requires a “white” neutron beam and an appropriate analysis of these
data. This has been realized in the beginning with a chopper at steady state reactors.
A chopper produces a pulsed “white” neutron beam, and the diffraction patterns from
a specimen are obtained with time-focused counter arrays, BF3 or helium filled. The
peak shapes in such a setup are generally Gaussian with nearly constant resolution.
In these cases Rietveld refinement technique can, and has occasionally been success-
fully used to obtain structural and profile parameters. Worlton et al. (1976) investi-
gated for example KCN IV and Si3N4 under pressure as an example using TOF neu-
tron data They analyzed their data by a multicomponent profile refinement because
of spurious peaks from foreign materials in the sample. These authors “considered
Rietveld analysis hopeless, except for the simplest crystals”. They analyzed their pat-
terns of the multicomponent sample, four phases, by a decomposition process into
separate peaks.

Alternatively, we have seen recently the development of accelerator based pulsed
neutron sources, specifically at the Argonne National Laboratory, Argonne, Ill., USA,
and at ISIS at the Rutherford Appleton Laboratory in Chilton, UK. This has led to wide-
spread use of time-of-flight technique for neutron powder diffraction. In spallation
sources neutron are generated by the interaction between a beam of high energy pro-
tons or electrons and a heavy metal target, usually tungsten or depleted uranium. The
time between the pulsed source at ISIS is 20 ms, much greater than the duration of
the burst itself of only a few µs. On striking the target each proton produces 25–30 fast
neutrons by the spallation (“nucleus chipping”) process. These neutrons are high en-
ergy neutrons, which have to be slowed down, e.g. moderated to thermal and
epithermal energies before they are used for diffraction. Diffraction at pulsed spalla-
tion neutron sources have overcome the shortcomings of TOF diffraction on reactor
sources. The moderation process and the geometrical contributions by the diffracto-
meter and detector leads to a non-Gaussian and distinctly asymmetric diffraction line
profile. The peak shapes and its wavelength dependence are the short-comings. Thiswww.iran-mavad.com 
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makes full pattern or Rietveld analysis difficult, or it requires extensive programming
(see e.g. Lager et al. 1981).

Von Dreele et al. (1982) have adapted a much modified program of the FORTRAN
program originally written by Rietveld (1969) for the analysis and refinement of TOF
data. The computation is done in two steps, consisting of data preparation and a least
squares step. The useful application of this computer code has been demonstrated by
refinements of Al2O3 (Jorgensen and Rotella 1982) or of forsterite (Lager et al. 1981).
In case of forsterite neutron powder data were collected in backscattering geometry
by a detector bank at the high resolution time-of flight powder diffractometer station
at Argonne National Laboratory’s ZING-P' pulsed neutron source. Each detector ar-
ray, at the right and left side, contained 16 3He counters. The data were refined using
Von Dreele’s program modified for TOF data from spallation pulsed neutron sources.
The asymmetric non-Gaussian peaks were fitted with six parameters. The ensuing
Rietveld refinement included 2 519 data points from 464 allowed reflections. Forty
seven parameters were refined. The final R-value was 2.10% including background, and
3.53% after the background had been removed. The agreement between the results
obtained from TOF data and the results of single crystal data analyses was very good.

The advantages of TOF compensate for the disadvantages. The properties of the
pulsed neutron beam make it possible to achieve unusually high resolution over a wide
range of d-spacings, from d = 0.5 Å to more than 5.0 Å, high count rates and the abil-
ity to collect a complete data set at fixed scattering angles. It is specifically the speed
and simplicity of data collection which make TOF measurements so attractive.

Neutrons are relatively slow particles. The transformation from energy data to 2Θ
data is easy and straight forward. If p is the total flight path, moderator-sample-detec-
tor, we have p = vt, with t the time of flight in seconds and v the neutron velocity. In
the TOF method the wavelength λ is determined by the flight path length p (in m)
and flight time t through the de Broglie relation

(3.47)

3.11.4
Simultaneous Angle and Position Resolving Neutron Diffraction
by Time-of-Flight Measurements

Recent developments in position resolving detectors have led to a completely novel
experimental situation at spallation sources. The instrumental setup is simple, if a
position sensitive detectors, for example JULIOS, is used (Will et al. 1994). One such
setup has been installed at the ROTAX station at ISIS at the Rutherford Appleton Labo-
ratory in Chilton, UK. At ISIS the neutrons come in bursts of a few µ-seconds. Unlike
in other detection setups, they hit the position resolving detector, e.g. the diffracted
radiation is recorded simultaneously at different angles. The range of wavelength which
can be recorded depends on the scattering angle 2Θ, at which the detector is set.
Figure 3.77 gives schematically three standard positions for the detector, in forward
direction, at 2Θ = 90°, and in a backscattering position. This allows the recording ofwww.iran-mavad.com 
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d-values between 2 and 35 Å (forward diffraction), 0.6 to 4 Å (90°) and 0.3 to 1.2 Å
(backscattering). Figure 3.78 shows schematically the accessible d-ranges for the
JULIOS units in three standard settings in terms of wavelength λ versus scattering
angle. The shaded boxes represent the areas available with the shown three detector
settings. The solid lines represent selected bands of constant d-spacings in Å, which
are characteristic if the unit is centered at a (fixed) 2Θ angle of 2Θ = 23° (forward di-
rection), at 2Θ = 90° or at 2Θ = 137° in backscattering position. The specimen is al-
ways positioned directly in the white beam. With the three settings shown the wave-
length band available to the user is approximately form 0.3 Å theoretically to 50 Å.

JULIOS is a linear position sensitive scintillation detector constructed for simulta-
neous recording of time-of-flight and angular dispersive data. A detailed descriptions
can be found in papers by Schäfer et al. (1992, 1995). The pulsed-source TOF experi-

Fig. 3.77. Experimental arrangement of the JULIOS detector in three different positions: forward, 90°
and backscattering

Fig. 3.78. Schematics of parameter sets λ vs. scattering angle 2Θ available at three different standard
settings as indicated in Fig. 3.77: forward, 90° and backward. The detector units are centered at respec-
tively 2Θ = 23°, 90° or 157°. The shaded boxes indicate the data range which can be recorded
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ments are based on the simultaneous time- and position resolving scintillation detec-
tor. The detection zone in this detector is only 1 mm deep and at the same time is
highly sensitive over the entire thermal energy spectrum. This makes this detector
especially well suited for applications in TOF technology at pulsed spallation sources.
Before installation at ISIS it had been in routine operation at reactor crystal-mono-
chromator diffractometers. The great improvement of this simultaneous angle and
position resolving neutron diffraction by TOF measurements can be seen by compar-
ing in Fig. 3.79 conventional diffractometry at a steady state reactor and a white beam
diffractometer at a pulsed source. The utilization of the primary thermal neutron spec-
tra in both configurations is shown by the hatched sectors ∆λ, a small monochromatic
band at the reactor, and a wide energy area when using white beam neutrons.

The measurements result in a two parameter diagram of scattering angle 2Θ, the
channel in the detector, and wavelength λ. A typical two-parameter pattern of an an-
gle dispersive TOF measurement registered with the JULIOS scintillation detector at
ISIS is shown in Fig. 3.80a for polycrystalline corundum, Al2O3. The hkl reflections are
observed as intensity bands (compare Fig. 3.78), which are registered in a set of (2Θ−λ)
detector elements: identical d-spacings are seen by a multitude of different detector
elements. The count rates of equal d-channels are accumulated afterwards into a one
dimensional diagram during the analysis and normalized for different channel occu-
pation. This is shown in Fig. 3.81.

Figure 3.81 shows the one-dimensional diffraction pattern of corundum correspond-
ing to Fig. 3.80a. The wavelength band was from 0.9 to 4.7 Å, the detector covered a
2Θ range from 74.8 to 107.0°.

Alternatively the parameters in the xy-plane can be used as time (channel) vs. po-
sition (channel). Such a pattern is shown in Fig. 3.80b for nickel. The transformation
from one scale to another is straight forward. In the case of Ni shown here the angular
2Θ range was 60 to 90°, and the wavelength range λ = 1.0 to 2.8 Å, corresponding to

Fig. 3.79. Conventional
diffractometry at a steady state
source (left) and a white beam
diffractometer at a pulsed source
(right); a schemes of experi-
mental setups with JULIOS
detectors; b utilization of the
primary thermal neutron spec-
tra (hatched sectors ∆λ) in both
configurations
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3 to 9 ms. One channel corresponds to 2.3 µs, and on the other channel to 0.12°. The
exposure time was 1 hour. The background is very low, with 3 counts per hour per chan-

Fig. 3.80 a. Typical two parameter pattern, 2Θ vs. λ, showing reflection bands, here for corundum, col-
lected with the JULIOS detector in angular dispersive TOF technology

Fig. 3.80 b. Two parameter pattern for nickel with the parameters position (in the detector) versus time,
showing the typical reflection bands
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nel giving a ratio peak:background = 30:1. The translation into a one-dimensional dif-
fraction pattern is included in Fig. 3.82.

ISIS is operated at a 50 Hz repetition rate, corresponding to a 20 ms neutron frame.
The d-spacing limits of the instrument are determined by the limiting (λ/2Θ) param-
eter settings covering normally d-values from 0.2 to 20 Å. Figure 3.82 depicts four ex-
amples of typical TOF diffraction patterns collected with JULIOS at different condi-
tions with d-spacing ranging from 0.3 to 15 Å. NiO and Nickel have been measured in
backscattering geometry, corundum in a 90° detector setting and mica in forward scat-
tering geometry.

3.11.5
Electronic Zooming

An additional advantage of this technique and setup is the possibility of “electronic
zooming”, e.g. the possibilities to vary and improve the resolution by adjusting the
d-scale to wanted experimental requirements by spreading independently either the
position or the time window. This is called “electronic zooming”. It can be position-
or time zooming. This improvement is found only in combination of TOF with posi-
tion resolving scintillation detectors. The width of the d-channels is preselected by
software at the beginning of the measurement when the time and position windows
of the detector are set. By setting different, e.g. smaller windows the resolution can be
changed and improved. Figure 3.83 gives an example of zooming the position scale of
the detector for a quartz measurement. The spectrum (a) at the top is recorded with a
time window from 3.0 to 9.0 ms. The maximum number of the 256 position channels
of the detector are at the top picture distributed over an area of 22 activated photo-
multipliers covering a 2Θ section of 31° and a d range from 0.9 to 6.4 Å; the channel
width in 2Θ is 0.12°. In the lower diagram the spectrum is distributed by zooming over
only 8 adjacent photomultipliers covering a 2Θ section of only 12° with a d range from
1.2 to 4.6 Å, but with the channel width reduced to 0.04°. The pattern is recorded with

Fig. 3.81. One-dimensional d-spacing pattern of corundum calculated from the data of Fig. 3.80a
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still 256 position channels. Both spectra were recorded at the same fixed detector po-
sition of 2Θcenter = 40°.

Similarly we can “zoom” the time scale, as is shown in Fig. 3.84 for the same quartz
specimen. The detector is centered at 2Θ = 70°. At the top the maximum number of
256 time channels was distributed over a time window from 3.0 to 7.5 ms. In the lower dia-
gram the spectrum is distributed by zooming over 16 activated photomultipliers and the
time window is reduced to 3.0 to 5.25 ms with a d-range from 0.7 to 1.6 Å. The pattern is

Fig. 3.82. Four typical
TOF diffraction patterns
obtained with one single
JULIOS unit: NiO and
Nickel in backscattering
geometry, corundum in a
90° detector setting and
mica in forward scattering
geometry. The time to col-
lect one pattern was 1 hour.
The range of d-spacings
obtained is clearly visible

www.iran-mavad.com 
مرجع دانشجویان و مهندسین مواد



190 CHAPTER 3  ·  The Two Stage Method

still recorded with 256 position channels. The channel width ∆λ is reduced from 0.0054
to 0.0027 Å. Both spectra were recorded at the same fixed detector position of 2Θcenter = 40°.

3.11.6
Analysis of TOF Data

Since data are recorded in a 3-dimensional two parameter pattern, there are no peaks
in the usual sense. The diffraction patterns collected by this method are intensity bands

Fig. 3.83. Quartz spectra ob-
tained by zooming the position
scale of the detector; at the top
the full pattern is shown, the
lower picture shows a reduced
section with higher resolution
by “zooming”
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at the 2Θ-wavelength scale (see Fig. 3.80). The moderation process and the geometri-
cal contribution by the diffractometer yields a non-Gaussian and distinctly asymmetric
diffraction line profile. The analysis follows therefore the Two Stage method. Also the
calculation of intensities in the least squares routines, for example POWLS, require
special attention.

Angle dispersive TOF diffraction patterns are composed of a set of Debye-Scherrer
patterns registered in position channels. For the analysis they are recalculated fore
equidistant ∆Θ, and of a set of TOF patterns collected in constant ∆λ channels

Fig. 3.84. Quartz spectra ob-
tained by zooming the time
scale of the detector; at the top
the full pattern is shown, the
lower picture shows a reduced
section with higher resolution
by “zooming”
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(Fig. 3.80). Bragg intensities P
Θ

 of Debye-Scherrer patterns from a cylindrical speci-
men, registered in constant 2Θ steps, are defined by

P
Θ

∼ I0(N2hV / 8πr)(λ3 / sinΘsin2Θ)jF2 (3.48)

with I0 the primary intensity, N the number of unit cells per unit volume, V the effec-
tive specimen volume, h the detector height and r the detector distance, j the multi-
plicity factor and F = Fhkl the structure factor. The Bragg intensities P

λ
 of TOF patterns

of constant λ steps are defined by

P
λ
∼ I0(N2hV / 16πr)(λ4 / sin3 Θ)jF2 (3.49)

For details see Bacon (1975). The conversion of both ∆Θ and ∆λ patterns into
d-spacing intensity patterns Pd, linear in d-spacing, is a result of Bragg’s law; partial
derivatives result in

∆d / ∆Θ∼ d(cosΘ / sinΘ) (3.50)

and

∆d / ∆λ ∼ 1 / (2sinΘ) (3.51)

With Eqs. 3.50 and 3.51 and the trigonometric formula sin2Θ = 2sinΘcosΘ, it fol-
lows

Pd = P
Θ

(∆d / ∆Θ) = P
λ
(∆d / ∆λ) (3.52)

and finally

Pd ∼ I0(N 2hV / 2πr)d 4jF 2 (3.53)

Owing to the nonlinear experimental channel density in d-space and in view
of a more favourable representation of d-spacing patterns, it is convenient to
perform a recalculation of intensities Pln(d) which are linear in the logarithm of d
with

∆d / ∆ln(d) = 1 / d (3.54)

The corresponding intensity formula is then

Pln(d) = Pd(1 / d) ∼ I0(N2hV / 2πr)d3jF2 (3.55)

With this intensity formula integrated intensities can be extracted form the 2Θ/λ
diffraction pattern and used for further analysis in case of unknown crystal structures,
or of magnetic structures, or for the refinement with POWLS.
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A considerable number of diffraction patterns have been measured and analyzed.
Analysis and refinement was done according to the Two Stage method. With integrated
intensities or groups of intensities the structures can be refined, for example with
POWLS. As just one example we mention the determination of the crystallographic
and magnetic structure of TbPtGa (Schäfer et al. 1994). The diffraction d-spacing pat-
tern taken at 300 K is shown in Fig. 3.85.

3.11.7
Laue Diffraction with Neutrons by Time-of-Flight Measurements

A very promising application of a position sensitive detector at a pulsed neutron beam
is a completely new way to study single crystals by Laue diffraction. This is not with
powders, but it is worth mentioning it briefly in this monograph.

This application is possible and very easy with an experimental setup like it is at
ISIS: a pulsed white neutron beam and the position sensitive detector JULIOS. (Will
et al. 1994). Figure 3.86 shows a three dimensional picture of a Laue diffraction pat-
tern of a Ge single crystal. It is well known that Laue peaks, for example in X-ray dif-
fraction experiments, contain superimposed the higher orders of the same reflection,
for example n(111). TOF measurements in a pulsed beam separate the higher orders
and therefore allow one to perform single crystal measurements easily. The picture
shows the higher orders nicely separated. The Ge crystal had a distance to the detec-
tor of 37 cm. The sensitive detector window covered a 2Θ region of about 60 to 125°.
The angular range was λ=0.5 to 2.5 Å, corresponding to a time window of ∆t = 2 to
8 ms. Fourteen reflections have been measured simultaneously with a maximum count
rate of 40 000 for the (400) reflection.

Here the circle closes to the very first experiments by Laue, Friedrich and Knipping
in 1912.

Fig. 3.85. Neutron diffraction d-spacing pattern of TbPtGa taken at 300 K
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Fig. 3.86. Laue diffraction pattern of a Ge single crystal measured with TOF technique at the spalla-
tion source ISIS

3.12
Conclusion

Careful experiments with powder diffractometers give well resolved diffraction pat-
terns. Since a diffraction diagram contains all the crystallographic information to
obtain good results is solely a question of sensible analysis. This has to begin with
profile analysis in order to determine a reliable profile function, followed by a profile
fitting procedure. Many programs are available worldwide. Profile fitting provides the
peak positions for lattice constants and symmetry determination, and integrated in-
tensities for any crystallographic calculation, if the Two Step method is applied. This
method separates the problem into two from each other completely independent steps
and opens the way especially well. While crystal structures can be refined by several
ways, Fourier calculations can only be done if the integrated peaks are available inde-
pendently. At this stage powder diffraction is competitive with single crystal work. In
recent years this method has been extended even to crystal structure analysis by di-
rect methods with great success.
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Appendix

Appendix of an Example for Quartz

The data set consits of 35 observations coming from 54 Miller indices. The observa-
tions are based on the publication by G. Will, W. Parrish and T.C. Huang “Crystal struc-
ture refinement by profile fitting and least squares analysis of powder diffractometer
data” (J Appl Cryst 16:611–622) (Will et al. 1983a).

The refinement is performed in 4 cycles dropping the Bragg-R-value from 31.5 to
3.5% in the second cycle and to R = 0.97% in the third cycle. The fourth cycle gave no
further improvement.
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